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1   Introduction 
In the process of generating the Operations Concept for the Solar System Internetwork (SSI), 
the Space Internetworking Strategy Group (SISG) identified ten issues that required in-depth 
expert analysis. Work was allocated across eight SISG Issue Teams: 

ω Issue 1 Team: Define a complete set of Interagency Operations Advisory Group 
(IOAG) services, including SSI-recognized services. 

ω Issues 2 and 3 Team: Define the top level requirements for Service Management 
and Network Management. 

ω Issue 4 Team: 5ŜŦƛƴŜ ǘƘŜ άƭŀǎǘ ƘƻǇέ ŘŜƭƛǾŜǊȅ ƻǇǘƛƻƴǎΦ 
ω Issue 5 Team: Define the process for planning and disseminating contact plans and 

related coordination methodology. 
ω Issues 6 and 8 Team: Define the relationship between delay/disruption-aware 

(Delay/Disruption Tolerant Network [DTN]) and delay/disruption-unaware (Internet 
Protocol [IP]) operations and use the results to establish a set of operational 
requirements for the Consultative Committee for Space Data Systems (CCSDS) DTN 
Working Group. 

ω Issue 7 Team: Address on-demand communications services 
ω Issue 9 Team: Identify Figures of Merit (FOM) and analyze various space segment 

scenario alternatives to determine the best SSI evolutionary path. 
ω Issue 10 Team: Identify FOM and analyze potential ground support configurations to 

determine the best SSI evolutionary path. 

The Issue 1 Team focused on the two Service Catalogs that describe the cross-support services 
that will be offered by the ground tracking assets operated by the IOAG member agencies. 
While IOAG Service Catalog #1 addresses current mission scenarios where access is provided to 
a single space/ground data link, IOAG Service Catalog #2 addresses in-space relay and network 
internetworking, i.e., DTN and/or IP technologies and other new upper layer services. 

The Issue 2/3 Team examined the need for Network Management information exchange across 
agency boundaries in order to configure the SSI, as well as the Service Management interfaces 
by which users can express their communications requirements to the SSI providers.  The team 
identified Network Management and Service Management requirements that can be provided 
to the CCSDS. 

The Issue 4 Team studied how the SSI will handle services for spacecraft that need specialized 
link layer services, or that do not or cannot implement SSI user node functions. Typically these 
services include Link layer or Physical layer mechanisms at the edge of the SSI ǘƻ ǎǳǇǇƻǊǘ άƭŀǎǘ 
ƘƻǇέ ŎƻƳƳǳƴƛŎŀǘƛƻƴǎ ǿƛǘƘ ǎǇŀŎŜŎǊŀŦǘ ƛƴ ŜƳŜǊƎŜƴŎȅ ƻǊ ƻǘƘŜǊ ǳƴǳǎǳŀƭ ǎƛǘǳŀǘƛƻƴǎ όǎǳŎƘ as Entry, 
Descent and Landing [EDL]), or with legacy spacecraft that do not have a Network layer 
capability.  
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The Issue 5 Team considered the mechanisms for planning and disseminating contact 
information; however, the team soon decided that this subject would be better addressed in 
Section 4.2 of the SSI Operations Concept document and consequently the team suspended the 
separate analysis. 

The Issue 6/8 Team addressed concerns about operational requirements, with a particular 
focus on translating a set of European Space Agency (ESA)-generated requirements for file-
based operations into an input to the Space Internetworking Systems Delay Tolerant 
Networking (SIS-DTN) working group within CCSDS (the group responsible for determining how 
essential operational issues will be handled in a DTN-based architecture). The SIS-DTN working 
group then incorporated many of these requirements into the CCSDS Green Book, which also 
defines how DTN and IP routing may be collaboratively used within the SSI. 

The Issue 7 Team responded to a concern that on-demand communication services (i.e., 
scenarios in which a user node would autonomously make on-demand requests for network 
access) had not been adequately addressed. The overall finding is that such services can in fact 
be readily accommodated by the proposed SSI architecture and operations concept. 

The Issue 9 Team primarily focused on the space mission options for alternative paths by which 
the IOAG agencies can evolve in the 2015-2020 time frame towards the envisioned, post-2020, 
fully internetworked end state.  Using the 2016 and 2018 Mars missions as a case study, the 
team identified five options for consideration. A collection of stakeholders assessed these 
options using a set of agreed FOM.  Two options emerged as the most highly ranked, with 
nearly identical scores.  The first of these options represents the currently understood mission 
baseline, which scored well primarily due to cost and risk considerations.  The other favored 
option is to augment the Electra relay payload with its own internal storage and a DTN protocol 
stack, while deploying a DTN network layer at the ground tracking station; this option scored 
well based on improved Quantity, Quality, Continuity, and Latency (QQCL) metrics, as well as 
the programmatic value of moving farthest towards the desired SSI end state. 

The Issue 10 Team, again using the Mars 2016/18 missions as a reference, focused on 
determining the best ground support configuration to facilitate evolution towards the SSI in the 
case where missions may have a mix of legacy and DTN data streams that need to be 
multiplexed onto shared channels. The team examined six options: two NASA and ESA legacy 
configurations (Configurations 1 and 2); two configurations that adopt modified versions of 
Space Link Extension (SLE) forward and return packet services (Configurations 3 and 4); and two 
that adopt the new SLE/Cross Support Transfer Service (CSTS) forward frame service(s) that 
handle Advanced Orbital Systems (AOS) and Telecommand (TC) frame and frame multiplexing 
(Configurations 5 and 6).  The study included development of two sets of FOMτone for 
technical issues and one for cost and risk.  The team consensus was to select Configuration 5, 
which, while it increases Ground Station and provider costs, provides the most generality and 
extensibility and also has the least cost and complexity for both the Orbiter and the users.  

All of these analyses are documented in the remainder of this report. The main sections of the 
document contain summary conclusions from each team, and the appendices contain detailed 
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presentation materials that were used in the process of reaching team consensus. These Issue 
Team studies supported the development of the SSI Operations Concept, which is fully 
consistent with the results described in this document. 
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2   Issue 1: Define a Complete Set of IOAG Services, Including SSI-
recognized Services 

2.1 Overview 

This IOAG Service Catalog #1 and Service Catalog #2 documents describe the cross-support 
services that will be provided by the ground tracking assets operated by the IOAG member 
ŀƎŜƴŎƛŜǎΦ /ŀǘŀƭƻƎ Ім ŀŘŘǊŜǎǎŜǎ ŎǳǊǊŜƴǘ άƴŜŀǊ ǘŜǊƳέ Ƴƛǎǎƛƻƴ ǎŎŜƴŀǊƛƻǎ ŀƴŘ /ŀǘŀƭƻƎ Ін ŀŘŘǊŜǎǎŜǎ 
the true SSI environment. 

The two catalogs respond to the Interoperability Plenary (IOP)-2 recommendation seeking to 
άŜǎǘŀōƭƛǎƘ ŀ ŎƻƳƳƻƴ ōŀǎƛǎ ŀŎǊƻǎǎ ǘƘŜ !ƎŜƴŎƛŜǎ ŦƻǊ ǘƘŜ ŎƻƴǎƻƭƛŘŀǘƛƻƴ ƻŦ ƎǊƻǳƴŘ-based cross 
support by 2011. Agencies should agree to implement IOAG recommendations for missions 
which may benefit from cross support and/or international cooperation. It is an IOAG goal to 
have a plurality of the participating Agencies capable of providing ground-based cross support 
of an agreed common IOAG Service catalog by the end ƻŦ ŎŀƭŜƴŘŀǊ ȅŜŀǊ нлмрΦέ 

While IOAG Service Catalog #1 addresses the support of current mission scenarios, including 
the ground-based cross-support services currently available or envisaged in the short term, 
IOAG Service Catalog #2 addresses space communication services for in-space relay and 
network cross-support scenarios that would enable future Solar System Internetworking; i.e., 
Catalog #2 comprises typically DTN and/or IP technologies. 

The IOAG approved Service Catalog #1 at the beginning of 2010 and expects to finalize IOAG 
Service Catalog #2 by the end of the same year. 

2.2 Technical Discussion: Service Catalog #1 

Catalog #1 includes the ground-based cross-support services currently available or envisaged in 
the short term for supporting the (simple) scenario described in Figure 2-1. Such a scenario is 
sometimes referred to as an ABA scenario to show that an Agency B is providing services to an 
Agency A Control Center for accessing an Agency A spacecraft. 
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Figure 2-1: ABA Scenario for Service Catalog #1 

Lh!D {ŜǊǾƛŎŜ /ŀǘŀƭƻƎ Ім ƛǎ ǎǘǊǳŎǘǳǊŜŘ ƛƴǘƻ άŎƻǊŜέ ŀƴŘ άŜȄǘŜƴŘŜŘέ ǎŜǊǾƛŎŜǎΣ ǿƛǘƘ ǘƘŜ 
ǳƴŘŜǊǎǘŀƴŘƛƴƎ ǘƘŀǘ άŎƻǊŜέ ǎŜǊǾƛŎŜǎ ǿƛƭƭ ōŜ ƛƳǇƭŜƳŜƴǘŜŘ ōȅ ŀƭƭ Lh!D !ƎŜƴŎƛŜǎΣ ǿƘƛƭŜ άŜȄǘŜƴŘŜŘέ 
services will be considered for bilateral cross supports. 

Given that an IOAG Service can be built on top of a number of combinations of Space Link 
Interface standards and Ground Link Interface standards, the issue team identified groups of 
IOAG services within Catalog #1. Each group includes several service types for which the 
ŀǇǇƭƛŎŀōƭŜ ǎǘŀƴŘŀǊŘǎ ƘŀǾŜ ŀƭǎƻ ōŜŜƴ ƛŘŜƴǘƛŦƛŜŘΦ {ƻƳŜ ƻŦ ǘƘƻǎŜ ǎǘŀƴŘŀǊŘǎ ŀǊŜ άǘƻ ōŜ ǿǊƛǘǘŜƴέ 
and the IOAG will provide input/requests to the CCSDS as needed.  

The Service Groups included in Catalog #1 are: 

ω Forward Data Delivery Services Group: these services allow transfer of data from a 
control center to a spacecraft 

ω Return Data Delivery Services Group: these services allow transfer of data from a 
spacecraft to a control center. 

ω Radio Metric Services Group: these services allow the results of radio metric 
measurements to be provided to a control center 

Lh!D {ŜǊǾƛŎŜ /ŀǘŀƭƻƎ Ім Ƙŀǎ ƛŘŜƴǘƛŦƛŜŘ ǘƘŜ ŦƻƭƭƻǿƛƴƎ Lh!D άŎƻǊŜέ ǎŜǊǾƛŎŜǎ όǘƘŜ ǊŜƭŜǾŀƴǘ ƛƳǇƭƛŜŘ 
core Ground Link Interface standards appear in parentheses): 

ω Forward Communications Link Transmission Unit (CLTU) Service (SLE Forward CLTU) 
ω Return All Frames Service (SLE Return All Frames) 
ω Return Channel Frames Service (SLE Return Channel Frames) 
ω Validated Data Radio Metric Service (CSTS Offline Radio Metric, over CSTS Transfer 

File) 
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IOAG Service CatŀƭƻƎ Ім Ƙŀǎ ƛŘŜƴǘƛŦƛŜŘ ŀƭǎƻ ǘƘŜ ŦƻƭƭƻǿƛƴƎ Lh!D άŜȄǘŜƴŘŜŘέ ǎŜǊǾƛŎŜǎ όƛƳǇƭƛŜŘ 
standards appear in parentheses): 

ω Forward Space Packet Service (SLE Forward Space Packet) 
ω Forward Synchronous Encoded Frame Service (SLE Forward Synchronous Encoded 

Frame) 
ω Forward File Service  (CSTS Forward File Service, over CSTS Transfer File)     
ω Return Operational Control Field (OCF) Service (SLE Return OCF) 
ω Return Unframed Telemetry Service (CSTS Return Unframed Telemetry) 
ω Return File Service (CSTS Return File, over CSTS Transfer File) 
ω Raw Data Radio Metric Service (CSTS Real Time Radio Metric) 
ω Delta DOR (Differential One-Way Ranging) Service (CSTS D-DOR pre-correlation Data, 

over CSTS Transfer File) 

In addition, Service Catalog #1 defines Service Management functions, which allow for 
interaction between the space agencies to coordinate the provision of the above space 
communications and radio metric services. Moreover, these functions allow the results of radio 
link status to be provided to a control center. 

Services provided by an IOAG member agency are requested and controlled via standard 
service management functions. Service management by itself is not a service. It is a function 
ǇŜǊŦƻǊƳŜŘ ŎƻƻǇŜǊŀǘƛǾŜƭȅ ōȅ ōƻǘƘ ǘƘŜ ǘǊŀŎƪƛƴƎ ƴŜǘǿƻǊƪ όƻƴ ǘƘŜ ǎŜǊǾƛŎŜ ǇǊƻǾƛŘŜǊΨǎ ǎƛŘŜύ ŀƴŘ ǘƘŜ 
miǎǎƛƻƴ ƻǇŜǊŀǘƛƻƴǎ ŎŜƴǘŜǊ όƻƴ ǘƘŜ ǎŜǊǾƛŎŜ ǳǎŜǊΩǎ ǎƛŘŜύΦ  

IOAG Service Catalog #1 also describes one Link Monitoring functionτEngineering Monitoring 
Data Delivery (CSTS Engineering Data Monitoring). This function will allow a Control Center to 
receive data regarding the status of the space link between a Ground Tracking Asset and a 
remote spacecraft. Such monitoring data are not limited to the status of the space link; they 
may also include information about the status and/or processing of the equipment at the 
Ground Tracking Asset. 

2.3 Technical Discussion: Service Catalog #2 

The IOAG Catalog #2 identifies the cross-support service types to be provided by the ground 
tracking assets operated by the IOAG member agencies in the SSI scenarios comprising typically 
DTN and/or IP technologies. A typical scenario for Catalog #2 considers services provided to the 
Agency A Control Center for accessing an Agency A Spacecraft (Lander or Orbiter) through a 
Ground Tracking Asset and a set of Spacecraft (Orbiters and/or Landers) possibly belonging to 
various agencies.  

IOAG Service Catalog #2 complements IOAG Service Catalog #1 in the sense that Services 
defined in Catalog #1 can be regarded as a subset of Catalog #2, with the understanding that 
the applicability of IOAG Catalog #1 Services is limited to the ABA scenario described in Figure 
2-1. I.e., in ABA scenarios Agencies can use all IOAG Services defined in Catalog #1, in addition 
to all the services defined in Catalog #2. 
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A typical scenario for Catalog #2 is shown in Figure 2-2, where a Lander belonging to Agency A 
is accessed by its Lander Control Center through an Agency B Orbiter Control Center using an 
Agency C Ground Tracking Asset communicating with the Orbiter belonging to Agency B. 
Catalog #2 also considers that in the future, more complex communications topologies are 
expected to evolve, encompassing more intermediate nodes, thus offering alternate 
communication paths. 

 

Figure 2-2: Example ABCBA Scenario for Service Catalog #2 

In addition to the Service Groups defined in Catalog #1 (i.e., Forward Data Delivery Services 
Group, Return Data Delivery Services Group, and Radio Metric Services Group) IOAG Catalog #2 
also includes: 

ω Time Services Group: these services allow the calculation of time correlation 
elements and synchronization by means of time distribution 

IOAG Service Catalog #2 has identified the following IOAG services with their relevant implied 
Ground Link Interface standards.  

ω Forward Internetworking for DTN 
ω Forward Internetworking for IP 
ω Forward Last Hop Delivery 
ω Return Internetworking for DTN 
ω Return Internetworking for IP 
ω Return First Hop Delivery 
ω Time Synchronization Service 
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¢ƘŜ ƛǎǎǳŜ ǘŜŀƳΩǎ ŀƴŀƭȅǎƛǎ ǎƘƻǿŜŘ ǘƘŀǘΣ ƛƴ ƎŜƴŜǊŀƭΣ ƻƴƭȅ 5¢b ŀƴŘ Lt ŎƻƳƳǳƴƛŎŀǘƛƻƴ Ŏŀpabilities 
ǿƻǳƭŘ ōŜ ǎǳŦŦƛŎƛŜƴǘ ǘƻ ǎǳǇǇƻǊǘ ǘƘŜ ŀōƻǾŜ Lh!D {ŜǊǾƛŎŜǎ ƛƴ ŀƴ άƛŘŜŀƭ {{Lέ ŜƴǾƛǊƻƴƳŜƴǘΦ IƻǿŜǾŜǊΣ 
for cases of mixed topology (e.g., non-DTN-enabled nodes present together with DTN-enabled 
nodes), a CCSDS Delivery Agent for First/Last Hop applications and a limited set of Ground Link 
Interface standards are still needed, in addition to the DTN and/or IP protocol suites. The 
Ground Link Interface standards required by Catalog #2 are: 

ω CSTS Forward Frame Service 
ω SLE Return Channel Frames 
ω CSTS Forward File Service 
ω CSTS Return File Service 

The above mentioned file services take care of file transfer between a ground tracking asset 
and a CCSDS last/first hop Delivery Agent.  Once the SSI is established, additional forward and 
return applications, such as CCSDS File Delivery Protocol (CFDP) and Asynchronous Message 
Service (AMS), can run on top of the Forward/Return Internetworking Services for either DTN or 
IP in a way that is actually invisible to intermediate SSI nodes. 

Although Catalog #2 does not add any new IOAG radio metric services, the Last/First Hop 
Delivery Service in Catalog #2 can provide radio metric services that were not possible in 
Catalog #1 (i.e., Open Loop Recording, and Proximity-1 radio metric data [Doppler and range]).  

Proximity-1 Timing Services may also be provided via First/Last Hop Delivery Services.  

Conversely, the IOAG Time Synchronization Service will allow aligning clocks to a common 
timescale, thanks to clock correlation and time transfer activities. 

The introduction in Catalog #2 of space communication services for in-space relay and 
networked cross-support scenarios creates a number of new requirements on the CCSDS Cross 
Support Service Management Specification that have been identified for eventual 
standardization by CCSDS. There are also new requirements for mechanisms to be used to 
convey SSI network management information to the objects in space that need to be managed. 
aƻǊŜƻǾŜǊΣ 5¢b ƴŜǘǿƻǊƪǎ ǿƛƭƭ Ŏƻƴǎƛǎǘ ƻŦ ŀ ŎƻƳōƛƴŀǘƛƻƴ ƻŦ άŎƻƴƴŜŎǘŜŘ ǎȅǎǘŜƳǎ ǿƛǘƘ ǿƛŘŜ-
bandwidth, low-delaȅ ƭƛƴƪǎέ ŀƴŘ άŘƛǎŎƻƴƴŜŎǘŜŘ ǎȅǎǘŜƳǎ ǿƛǘƘ ƭƻǿ-bandwidth, noisy, and 
perhaps long-ŘŜƭŀȅ ƭƛƴƪǎΣέ ǘƘǳǎ 5¢b ƴŜǘǿƻǊƪ ƳŀƴŀƎŜƳŜƴǘ ǿƛƭƭ ōŜ ƳƻǊŜ ŎƻƳǇƭŜȄ ǘƘŀƴ ƳŀƴŀƎƛƴƎ 
a connected system. 

The SISG decided that, in the networked environment covered by Service Catalog #2, the term 
Service Management and its scope are (conventionally) limited to the management of the 
service provisioning and to providing the control needed to ensure that the relevant SSI nodes 
interact as needed to enable the service provisioning. Conversely, the aspects related to the 
management of the SSI Network (i.e., those related to the [DTN-S] protocol suite and those 
related to network schedule information) are controlled by SSI Network Management functions 
responsible for the management of the SSI Network layer entities. 
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Service Catalog #2 identifies two main classes, and therefore two functions, related to the 
management of the SSI Network: 

1. the configuration of DTN parameters that are properly a part of the DTN protocol 
suite, and 

2. the configuration of parameters concerning planning and opportunities for carrying 
out the DTN communications. 

These two functions are addressed by Bundle Protocol (BP) Network Management and SSI 
Contact Planning. 

In addition, the SSI network also includes IP nodes, which will need to be configured and 
properly managed too. However, it is assumed that the management of the IP nodes will be 
carried out by standard means not relevant for cross support, and therefore management of IP 
nodes is not explicitly addressed in Catalog #2. 

2.4 Team Membership 

Team Lead: Gian Paolo Calzolari (ESA/ESOC) 

Team members: Wolfgang Hell (ESA/ESOC), Wallace Tai (NASA/JPL), Madeline Butler 
(NASA/GSFC), Peter Shames (NASA/JPL), Jane Marquardt (NASA/GSFC) 
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3   Issues 2 and 3: Define Top Level Requirements for Service 
Management and Network Management 

3.1 Overview 

The service provided by the SSI to users is delivery of application data units according to their 
requested qualities of service, using the protocol mechanisms that are part of the SSI. To that 
end, the SSI will include a network layer communications infrastructure consisting of nodes that 
execute store-and-forward routing and the links that connect them. The SSI will use link-layer 
connectivity service, and the knowledge of that connectivity as a function of time will be used 
to configure time-aware forwarding, such as Contact Graph Routing. Within the SSI an 
individual data transfer on a given link will be accomplished by local decisions and automatic 
actions taken on the SSI nodes, rather than by meaƴǎ ƻŦ ΨƳŀƴǳŀƭΩ ŎƻƴŦƛƎǳǊŀǘƛƻƴ ŎƻƳƳŀƴŘŜŘ 
remotely. The nodes will act in accordance with policies and rules agreed for mission 
operations. In other words, network management will provide direction, rather than manage 
each and every individual data transfer.  There will be times when particular links are 
underutilized and times when they are oversubscribed. 

Although the nodes forming the SSI will, in general, be provided by different agencies, no 
requirement for one agency to be able to use network management to command another 
ŀƎŜƴŎȅΩǎ ŀǎǎŜǘǎ Ƙŀǎ ōŜŜƴ ƛŘŜƴǘƛŦƛŜŘΦ ¢ƘŜǊŜŦƻǊŜΣ ǎƻǳǊŎŜ ŀƴŘ ŘŜǎǘƛƴŀǘƛƻƴ ƻŦ ƳŀƴŀƎŜƳŜƴǘ 
interactions will be within one agency, but the flow of such management requests may well be 
through spacecraft or other types of SSI nodes of other agencies. Nonetheless, there will be a 
need for network management information exchange across agency boundaries; i.e., 
interoperable network management achieved by means of common network 
management/reporting protocols. 
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Figure 3-1: SSI Service Interfaces 

 

The left side of Figure 3-1 illustrates the SSI communications protocol stack proper and the flow 
of Protocol Data Units (PDUs), while the right side depicts the entities involved in configuring 
and monitoring the SSI. Missions (i.e., SSI Users) have requirements for communications in 
terms of type of data (commanding, telemetry), frequency of contact, total bandwidth, etc. The 
User Mission Operation Centers (MOCs) not only control the spacecraft, but also communicate 
via the SSI Service Management interface communications requirements on behalf of their 
Ƴƛǎǎƛƻƴǎ ǘƻ ǘƘŜƛǊ ŀƎŜƴŎƛŜǎΩ {{L LƴǘŜǊƴŜǘ {ŜǊǾƛŎŜ tǊƻǾƛŘŜǊǎ ό{{L-ISPs1), a process that resembles 
ǘƻŘŀȅΩǎ ǳǎŜǊ ƭƻŀŘƛƴƎ ǇǊƻŦƛƭŜ ŀǎǎŜǎǎƳŜƴǘ ǇŜǊŦƻǊƳŜŘ Ƨƻƛƴǘƭȅ ōȅ Ǝround station providers and their 
client missions. The SSI-ISPs are administrative entities, typically one per agency, that serve as 
the management interfaces between missions and the SSI. They interact with other SSI-ISPs to 
negotiate the communication (lƛƴƪύ ǎŎƘŜŘǳƭŜǎ ǘƘŀǘ ǇǊƻǾƛŘŜ ǘƘŜ ΨǊŀǿ ƳŀǘŜǊƛŀƭΩ ǘƘŀǘ ǘƘŜ {{L ōǳƛƭŘǎ 
on to provide a communications infrastructure.  

{{L tǊƻǾƛŘŜǊǎ ǿƛƭƭ ŎƻƻǊŘƛƴŀǘŜ ǿƛǘƘ ǘƘŜƛǊ ŀƎŜƴŎƛŜǎΩ {{L-ISPs to provide communications services to 
missions (e.g., Tracking, Telemetry, and Command (TT&C) networks, relay spacecraft). A given 

                                                      

1
 The role of the SSI-ISP as an administrative and managing entity is similar to that of an Internet Service Provider 

(ISP) in the terrestrial Internet. The SSI-ISP is NOT a cross-support transfer service provider within the SSI, but 
administers the SSI nodes that in turn provide such services.   
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element, such as a spacecraft with data relaying capability, may act both as SSI User and SSI 
Provider elements, the latter depending on particular resources like position, mission phase, 
power, storage capacity, etc. 

3.2 Technical Discussion: Service Management 

{ŜǊǾƛŎŜ aŀƴŀƎŜƳŜƴǘ ƛƴ ǘƘŜ {{L ǊŜŦŜǊǎ ǘƻ ǘƘŜ ΨŎƻƴŦƛƎǳǊŀǘƛƻƴΩ ŀǎǇŜŎǘ ƻŦ ǘƘŜ ǳƴŘŜǊƭȅƛƴƎ ǎŜǊǾƛŎŜǎ 
(connectivity) used to construct the SSI. Missions and SSI-ISPs will work together using the SSI 
Service Management Interface to establish the underlying connectivity and nominal routing 
plan. The network layer protocol to be used (i.e., the mode of operation that will apply) will be 
primarily determined according to the round-trip delay and persistency of the connectivity 
between the end nodes, the percentage of data loss the higher layer protocols and/or 
applications can tolerate, the directionality needed (e.g., conversational vs. asynchronous), and 
the required Quality of Service (QoS) (e.g., in terms of jitter, latency, throughput, or goodput). 
Different applications (voice, video, data) will, in general, have different requirements for each 
of the boundary conditions. The key role of Service Management will be to capture the 
application requirements and to inject them into the SSI planning process. 

 

 

Figure 3-2: SSI Configuration Process 

Figure 3-2 illustrates the SSI planning cycle. The Agency A SSI-ISP will collect the long-term 
(strategic) communications requirements of the Agency A missions and will have knowledge of 
ǘƘŜ !ƎŜƴŎȅ ! ŀǎǎŜǘǎΩ ǇǊƻǾƛǎƛƻƴƛƴƎ ŎŀǇŀōƛƭƛǘƛŜǎΦ LŦ ǘƘŜ Ƴƛǎǎƛƻƴ ǊŜǉǳƛǊŜƳŜƴǘǎ Ŏŀƴƴƻǘ ōŜ ǎŀǘƛǎŦƛŜŘ 
using the Agency A resources, the SSI-L{t ǿƛƭƭ ŜƴǘŜǊ ƛƴǘƻ ƴŜƎƻǘƛŀǘƛƻƴ ǿƛǘƘ ƻǘƘŜǊ ŀƎŜƴŎƛŜǎΩ {{L-
ISPs to develop a set of mutually supportive peering Service Level Agreements (SLAs) and a set 
of mutually supportive scheduling rules that will satisfy the SLAs. Different fields of exploration 
entail different mission families that will be looked after by different groups, which may be 

SSI-ISP

A

SSI-ISP

B

SSI-ISP

C

Develop/maintain  mutually-
supportive cross 

support SLAs, scheduling rules

Strategic

Provider 
elements

Provider 
elements

Provider 
elements

mission 
lifecycle 

comm rqts

User 
MOCs

User 
MOCs

User 
MOCs

Develop periodic contact 
plans based on rules, adjusted for 

time/event-specific rqts

time/event-specific 
comm rqts (if any)

Contact schedule requests/
schedules

Tactical (~weekly ï~monthly)

mutually-

supportive

scheduling 

rules

User S/C, 
relay 

trajectory 

data for 
contact 

period

Mission-specific 
contact plans

Capabilities/
provisioning rqts

SSI-ISP

A

SSI-ISP

B

SSI-ISP

C

Provider 
elements

Provider 
elements

Provider 
elementsUser 

MOCs

User 
MOCs

User 
MOCs

SSI

Coordination

Function

SSI

Coordination

Function



Solar System Internetwork (SSI) Issue Investigation and Resolution 
IOAG.T.SP.001.V1 

 

Page | 19  

 

dealt with more easily by one SSI-ISP per mission family. There are shared resources that must 
be factored into the planning process, however, and this coordination function is assumed to 
be performed at the agency level.   

Months or weeks ahead of the actual service provisioning (when, for example, the geometrical 
and operational constraints regarding the feasibility of the various links are known sufficiently 
well) the tactical planning will be performed on the basis of the scheduling rules, refined 
contact requirements, and refined asset availability information. From this process the contact 
plan will be derived where it is assumed that the input data are globally available, but each SSI-
ISP will manage the resources for which it is responsible. Some constraints may require SSI-ISPs 
to enter into negotiations with other SSI-ISPs as to resolve resource conflicts. 

For more details on the SSI service management definition, refer to the slides in Appendix B. 

3.3 Technical Discussion: Network Management 

3.3.1 Capability/Authority and Needs of SSI Providers 

Providers of SSI services (e.g., ground stations and relay spacecraft) will interact with their 
ŀƎŜƴŎƛŜǎΩ {{L-ISPs to maintain a notion of what connectivity is possible, both with other 
missions in the same agency and with missions from other agencies. SSI providers will be able 
ǘƻ ŜƴǘŜǊ ƛƴǘƻ ŀƎǊŜŜƳŜƴǘǎ ǿƛǘƘ ǘƘŜƛǊ ŀƎŜƴŎƛŜǎΩ {{L-ISPs to provision link-layer connectivity with 
other SSI nodes. The provisioning of connectivity with nodes of another agency will imply an 
inter-SSI-L{t ŀƎǊŜŜƳŜƴǘΦ tǊƻǾƛŘŜǊǎ ǿƛƭƭ ƴƻǘ ōŜ ΨŎƻƴǘǊƻƭƭŜŘ ōȅΩ ǘƘŜ {{LΣ ŜȄŎŜǇǘ Ǿƛŀ ǿƘŀǘŜǾŜǊ 
ƛƴǘŜǊŀŎǘƛƻƴǎ ōŜǘǿŜŜƴ ǘƘŜ Ƴƛǎǎƛƻƴ ŀƴŘ ǘƘŜ {{L ŀǊŜ ƳŀƴŘŀǘŜŘ ōȅ ǘƘŜ ƳƛǎǎƛƻƴΩǎ ŀƎŜƴŎȅ ǿƛǘƘƛƴ ǘƘŜ 
scope of the agreed cross-support service provisioning. 

SSI-ISPs (as to enable the provision of SSI services) will be able to enter into agreements with 
missions in their agencies and with other SSI-ISPs primarily according to the coarse-grained 
configuration of the SSI as a whole, as SSI routing will have to be set up to meet the 
communication needs of the missions. SSI-ISPs will form a federated community of interest 
with no central management or ownership. SSI-ISPs will work with their missions to effect the 
agreed-to configuration. 

Providers of SSI services will need to know the agreed-to SSI configuration (connectivity, 
routing, etc.) to manage physical connectivity according to the configuration. SSI-ISPs (as the 
administrators of the SSI service providers) will need to know the agreed-to SSI configuration 
(connectivity, routing, etc.), the application communication requirements, and the possible 
connectivity among SSI nodes (to explore new possible configurations). 

3.3.2 Capabilities and Needs of SSI Users 

Users of SSI services (e.ƎΦΣ ǊƻǾŜǊǎΣ ǎǇŀŎŜŎǊŀŦǘΣ ǊƻǾŜǊ ah/ǎύ ǿƛƭƭ ƛƴǘŜǊŀŎǘ ǿƛǘƘ ǘƘŜƛǊ ŀƎŜƴŎƛŜǎΩ {{L-
ISPs to communicate their communication requirements, and will be able to transmit and 
receive data according to the negotiated traffic profile (i.e., constraints on data rates and 
qualities of service as a function of time). Over-profile data traffic may be reprioritized (shaped) 
by the SSI. 
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3.3.3 SSI Network Management Functions and Capabilities 

Network Management functions that will also be applicable in the SSI context are often 
summarized as Fault, Configuration, Accounting, Performance, and Security (FCAPS): 

ω Fault detection and reporting 
ω Configuration, such as router ID, convergence layer adapter parameters, 

routing protocols and parameters (including static routes as a special case), 
etc. 

ω Accounting, e.g., numbers of bundles sent and received; forwarded, possibly 
per (source, destination); number and nature of security faults. In cases 
where a given link is exclusively reserved for use by a given mission (e.g., last 
hop to a landed asset), accounting may be based on time rather than data 
volume 

ω Performance, such as monitoring of the number of times transmissions were 
interrupted, throughput/goodput of links, etc. 

ω Security with the associated parameter settings 

As part of its capabilities, SSI Network Management will:  

ω Collect relevant management information based on schedule, on exception 
(alarm) or response to a query 

ω Modify particular management information items 
ω List, suspend, resume, reprioritize, terminate Bundles at a given node 
ω Modify Convergence Layer Adapter (CLA) parameters as appropriate 
ω Modify routing/forwarding protocol parameters as appropriate, e.g., insert 

static routes or modify Contact Graph Routing information 

The SSI needs to offer users the means to accommodate and recover from certain unplanned 
events, such as a spacecraft safe mode. In many cases, the inherent flexibility offered by SSI 
dynamic routing capability in combination with appropriate priority/QoS assigned to different 
concurrent data flows may respond well and rapidly enough.  The richer the available 
connectivity is, the less such events will require preparation of special recovery configurations 
in advance. However, as long as data relaying is provided by secondary payloads of planetary 
orbiters, missions may require a backup communications scenario that is preplanned and can 
be invoked on short notice if the need arises (as was done for instance for Mars Express [MEX] 
in support of Phoenix). The preparation of such a backup scenario can be part of the SLAs 
negotiated between SSI-ISPs. The SLAs should also document how and by whom the backup 
communications scenario can be invoked.  

In case of temporary outage of certain resources (e.g., relay spacecraft temporarily in safe 
mode) the inherent flexibility of the SSI in combination with priority of traffic is expected to 
accommodate the invocation of such a backup scenario without requiring a regeneration of the 
SSI contact plan. A more disastrous failure, like extended outage or even permanent loss of 
certain resources, will require extensive re-planning. Even in such cases, however, the SSI will 
behave more gracefully than the topologies in use today, as nodes in the neighborhood of the 
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ƭƻǎǘ ŀǎǎŜǘ Ŏŀƴ ƳŀƪŜ ƭƻŎŀƭ ŘŜŎƛǎƛƻƴǎ ƻƴ Ƙƻǿ ǘƻ ōŜǎǘ ŦƻǊǿŀǊŘ ǘƘŜ ΨǎǘǊŀƴŘŜŘΩ data even before a 
new contact plan is in place.   

Whenever it is possible to generate and distribute a revised contact plan in response to 
outages, it will be advantageous to do so. It should be noted that it will be sufficient to re-plan 
around the outage, but not end-to-end. However, even in scenarios where such re-planning is 
not feasible, the SSI will provide a gracefully degraded service due to its capability to better use 
alternative assets, as all assets are interconnected by interoperable, standardized network 
protocols. Resources will, of course, be finite, and therefore in such cases low priority bundles 
may get discarded. 

For more details on the SSI network management definition, refer to the slides in Appendix B. 

3.4 Team Membership 

Team leads: Fred Brosi (GST) and Wolfgang Hell (ESA/ESOC) 

Team members: Edward Birrane (APL), Gian Paolo Calzolari (ESA/ESOC), Charles Edwards 
(NASA/JPL), John Pietras (GST), Keith Scott (MITRE), Peter Shames (NASA/JPL) 
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4   Issue 4: Define Last Hop Delivery Options 

4.1 Overview 

The SISG charted the Issue 4 team to determine how the SSI will handle services for spacecraft 
that do not or cannot implement SSI user node functions.  Although the SSI provides network 
layer services, it must be capable of enabling such link layer (or even physical layer) services for 
spacecraft in emergency situations or legacy spacecraft.  Ultimately, the study team determined 
that the SSI will deliver the necessary data to a ά5ŜƭƛǾŜǊȅ !ƎŜƴǘέ ŀǇǇƭƛŎŀǘƛƻƴ ƻƴ ǘƘŜ ǇŜƴǳƭǘƛƳŀǘŜ 
node, and that application will perform the necessary link or physical layer operations to deliver 
the commands to the target spacecraft. 

To enable this service, the MOC of the target mission must embed the required link layer data 
structures (packets or frames) into a file, along with the necessary link configuration and 
delivery information. The SSI will transport this data as usual, until they are delivered to the 
specialized application running on the Relay Spacecraft.  The Delivery Agent application will 
accept the data to be delivered and the associated instructions, and perform the necessary link 
configuration and data delivery services at the requested time. 

The Proximity-1 protocol will be typically used between the Relay Spacecraft and the end user 
spacecraft.  Proximity-1 will support the direct transmission of space packets between the Relay 
Spacecraft and the target spacecraft, but frames or other data structures (e.g., Bose-Chaudhuri-
Hocquenghem [BCH] encoded TC frames) may also be transferred over reliable bitstream (User 
Defined Data [UDD]).  The delivery instructions will state how the link is to be configured, how 
the data are to be extracted and sent (packets, frames), when the data are to be sent, how 
often, and under what conditions this transmission is to be terminated. 

A similar return service will also be implemented by a Delivery Agent application on the Relay 
Spacecraft.  As with the forward service, this application will accept a service request 
instructing it how to configure the proximity link radio, what data to capture, and when to 
record the data.  The application will place the resulting data set in a file, along with a report of 
what was done and its success or failure, and then send it, using SSI services, back to the user.  
These return services may deliver essential telemetry, open loop sampled data from the radio 
frequency (RF) link itself, and timing or radiometric data from Proximity-1.   

4.2 Technical Discussion 

¢ƘŜ {L{D ǎǘǳŘȅ ǘŜŀƳΩǎ ƛƴǘŜƴǘ ǿŀǎ ƴƻǘ ǘƻ Ŧǳƭƭȅ ǎǇŜŎƛŦȅ ŀƭƭ ƻŦ ǘƘŜ ǘŜŎƘƴƛŎŀƭ ŜƭŜƳŜƴǘǎ ƻŦ ǘƘŜ 
architecture, rather, it was to define the abstract concepts, architecture, and assumptions 
completely enough to enable the CCSDS to develop the necessary technical architecture and 
standards.  In the abstract, ǘƘŜ άƭŀǎǘ-ƘƻǇέ ǎŜǊǾƛŎŜ ǿƻǳƭŘ ōŜ configured as shown in Figure 4-1. 



Solar System Internetwork (SSI) Issue Investigation and Resolution 
IOAG.T.SP.001.V1 

 

Page | 23  

 

 

Figure 4-1: Nominal End-to-9ƴŘ ά[ŀǎǘ IƻǇέ /ƻƴŦƛƎǳǊŀǘƛƻƴ 

The user (Lander MOC) will develop the Forward Delivery Package that contains the required 
commands for the Lander Spacecraft using the User Last Hop (LH) Application.  The 
implementation of this application will not be standardized, but the format and structure of the 
Forward Delivery Package that it must construct will be. The file will then be shipped, using 
standard CCSDS File Delivery Protocol (CFDP) running over Space Internetworking protocols (IP 
or DTN) to the Orbiter.  On the Orbiter another standardized application called the Last Hop 
Delivery Agent will accept this file and perform the necessary link layer delivery operations. 

Figure 4-2 provides an abstract view of the contents of the Forward Delivery Package, which 
has three major elements: 

1. Instructions on when to provide the service (if required), how to extract data 
(description of the data structures), how to deliver the data (once, continuously, 
etc.), and when to terminate (number of retries, time out, signal, etc.) 

2. The Proximity link service management parameters describing how to configure the 
άƭŀǎǘ-ƘƻǇέ ƭƛƴƪ ό¦55 ƻǊ ǇŀŎƪŜǘ service access point [SAP]), data rate, channel 

3. The data to be delivered (TC frames, BCH code blocks, space packets, AOS frames or 
other well defined link artifacts) 

Figure 4-2 shows these data elements in one master file; however, the CCSDS will determine 
whether to use single or multiple files.  The study team also assumed that the proximity link 
service management should utilize the concepts and terminology in the existing standard link 
layer Service Management specifications to the greatest extent possible. 
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Figure 4-2: Nominal Structure of the Forward Delivery Package 

For the corresponding Return Delivery Package, only the service request elements are sent to 
the Orbiter, and the return file includes the captured data and descriptive information relating 
to the delivered service. 

This last-hop concept is specifically defined to operate in the SSI context, but it also may be 
applied where the SSI has not yet been deployed.  The service, itself, is only bound directly at 
two points: the Delivery Package syntax and semantics, and the functionality delivered across 
the last-hop proximity link.  Figure 4-3 shows a configuration that utilizes a legacy Orbiter to 
deliver the service.  In this deployment the Last Hop Delivery Agent might be implemented 
entirely on the Orbiter, if it is possible to upload this new functionality.  More typically, for 
legacy Orbiters, the interpretation of the Delivery Package will be done within the Orbiter MOC, 
and then discrete commands for the spacecraft and the radio will be sent from the Orbiter MOC 
to the Orbiter to properly configure the radio and perform the service. 
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Figure 4-3: Legacy Orbiter Delivering Last Hop Service 

 

For more details on the intended design of the service, the return services, and the underlying 
assumptions, please refer to the slides in Appendix C. 

4.3 Team Membership 

Team lead: Peter Shames (NASA/JPL) 

Team members: Gian Paolo Calzolari (ESA/ESOC), Wolfgang Hell (ESA/ESOC), Chris Taylor 
(ESA/ESTEC) 
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5   Issue 5: Define Process for Planning and Disseminating Contact 
Plan and Related Coordination Methodology 

5.1 Overview 

At the September 2009 SISG meeting, the following issue was identified for study: Define 
process for planning and disseminating contact plan and related coordination methodology. 

The assignees for this study (M. Denis and C. Edwards) determined that this issue was central to 
the overall SSI concept of operations and, as such, was already being addressed in detail within 
the Operations Concept for a Solar System Internetwork document, which was in preparation at 
that time under the auspices of the SISG.  A detailed discussion of the SSI contact planning 
process can be found in Section 4.2 of that document.  Accordingly, at its November 2009 
meeting, the SISG determined this issue to be closed.   
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6   Issue 6: Integrate Delay/disruption-aware (DTN) and 
Delay/disruption-unaware (IP) Applications and Issue 8: Define 
Operational Requirements for CCSDS DTN Working Group    

6.1 Overview 

The SISG created Issue 8 (Define operational requirements for CCSDS DTN working group) to 
ensure that the CCSDS SIS-DTN working group would adequately address SISG concerns about 
operational requirements.  ESA put considerable work into generating a set of requirements for 
file-based operations and wanted to ensure that the essential operational issues involved 
would also be addressed by the Delay/Disruption Tolerant Networking protocol suite being 
developed by the DTN working group.  The issue was slightly complicated by the fact that the 
CCSDS DTN working group was already underway in anticipation of the IOAG/SISG needs and in 
advance of the final operational concepts and architecture being provided to CCSDS from the 
SISG. 

To address Issue 8, the SISG provided a list of ESA-developed requirements for file-based 
operations (FBO) to the SIS-DTN working group for incorporation into the working ƎǊƻǳǇΩǎ 
rationale document (Green Book) Rationale, Scenarios, and Requirements for DTN in Space.  
The working group considered and dispositioned these requirements, incorporating many of 
them into the Green Book. 

²ƘƛƭŜ ƛƴŎƻǊǇƻǊŀǘƛƴƎ ǘƘŜ {L{DΩǎ C.h ǊŜǉǳƛǊŜƳents into the Green Book, the CCSDS SIS-DTN 
working group simultaneously addressed SISG Issue 6 (Integrate delay/disruption-aware [DTN] 
and delay/disruption-unaware [IP] applications). 

6.2 Technical Discussion 

6.2.1 Issue 8: Define Operational Requirements for CCSDS DTN Working Group  

The ESA FBO requirements provided by the SISG to the SIS-DTN working group represented the 
beginnings of work on an architecture for multi-hop space communications using file transfer 
(possibly as provided by the CCSDS File Delivery ProǘƻŎƻƭΣ /C5t ŀƴŘ ƛƴŎƭǳŘƛƴƎ ǘƘŜ /C5t ΨƳǳƭǘƛ-
ƘƻǇΩ ŜȄǘŜƴǎƛƻƴǎύ ŀǎ ǘƘŜ ōŀǎƛŎ ƴŜǘǿƻǊƪ ƻǇŜǊŀǘƛƻƴΦ  ¢ƘŜ ǊŜǉǳƛǊŜƳŜƴǘǎ ǊŜǇǊŜǎŜƴǘŜŘ ŀ ƘƻƭƛǎǘƛŎ ƻǊ 
unified approach to space mission operation, including application-layer (in particular, file 
transfer), transport-layer, and network-layer functionalities. 

Before forwarding the FBO requirements to the CCSDS group, the SISG issue team reviewed 
them and identified those requirements that are applicable in an internetworking context.  For 
example, many of the FBO requirements dealing specifically with file manipulations, while 
reasonable requirements for mission operations, are application-layer requirements and are 
consequently beyond the scope of the SIS-DTN group. 

The SIS-5¢bΩǎ ŘƛǎǇƻǎƛǘƛƻƴǎ ƻŦ ǘƘŜ C.h ǊŜǉǳƛǊŜƳŜƴǘǎ ŦŜƭƭ ƛƴǘƻ the following categories: 
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ω Incorporation of the requirement into the SIS-DTN Green Book, with the 
caveat that many of the requirements applied to a full architecture/protocol 
suite and not necessarily to the space internetworking layer (i.e., that the 
scope of the requirements was broader than just the internetworking layer) 

ω Assertion that the requirement was redundant with other FBO requirements 
ƻǊ ǿŀǎ ŀ ΨƴŜƎŀǘƛǾŜ ǊŜǉǳƛǊŜƳŜƴǘΩ όŜΦƎΦΣ ǘƘŜǊŜ ƛǎ ƴƻ ǊŜǉǳƛǊŜƳŜƴǘ ŦƻǊ 
autonomous route discovery) 

ω Assertion that the requirement, while applicable to spacecraft operations, 
was not a valid requirement on the space internetworking layer 

The SIS-DTN working group discussed these dispositions with the SISG via email and by virtue of 
SISG member presence at the Spring CCSDS Meetings in Noordwijk, Netherlands.  Table 6-1 
summarizes the dispositions: 

18 General Requirements 12 adopted; 2 asserted redundant; 1 
unverifiable; 1 negative requirement; 2 out of 
scope for the SIS-DTN WG 

14 Data Transport Requirements 9 adopted; 4 redundant; 1 out of scope;  

27 Data Transfer Requirements 26 adopted; 1 redundant 

12 Data Management 
Requirements 

10 adopted; 1 redundant; 1 statement of 
rationale 

3 Data Utilization Requirements 3 adopted 

Table 6-1: Summary of SIS-DTN Working Group Dispositions of SISG FBO 
Requirements 

The full set of FBO requirements provided and their dispositions by the SIS-DTN working group 
are included in an Appendix D. 

6.2.2 Issue 6: Integrate Delay/Disruption-aware (DTN) and Delay/Disruption-unaware 
(IP) Applications 

During the process of defining operational requirements, the SIS-DTN working group also 
ŎƭŀǊƛŦƛŜŘ ǘƘŜ ŜȄǇŜŎǘŜŘ ƛƴǘŜǊŀŎǘƛƻƴǎ ōŜǘǿŜŜƴ Lt ŀƴŘ 5¢b ƛƴ ǘƘŜ Ψƛƴ-ǎƛǘǳ ƭƻŎŀƭ ƴŜǘǿƻǊƪƛƴƎΩ ǎŎŜƴŀǊƛƻ 
(shown in Figure 6-мύΦ  9ǎǎŜƴǘƛŀƭƭȅΣ ŎƻƴŦǳǎƛƻƴ ƘŀŘ ŀǊƛǎŜƴ ǎǳǊǊƻǳƴŘƛƴƎ ǘƘŜ ŎƻƴŎŜǇǘ ƻŦ ΨƛǎƭŀƴŘǎ ƻŦ 
Lt ōǊƛŘƎŜŘ ōȅ 5¢bΩΣ ǿƘƛŎƘ ŎƻǳƭŘ ōŜ ƳƛǎƛƴǘŜǊǇǊŜǘŜŘ ŀǎ ǳǎƛƴƎ 5¢b ǘƻ ǎǳǇǇƻǊǘ ŜƴŘ-to-end IP 
communications across delayed/disconnected realms.  The issue was further clouded by the 
(possible) overlay nature of the Bundle Protocol (the prime candidate for a DTN layer protocol), 
which can be run over IP (such as in the terrestrial Internet). 
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Figure 6-1: In-Situ Local Networking Scenario from the SIS-DTN Green Book 

The alternatives for end-to-end communication are shown in Figure 6-2.  If the end-to-end 
network path is relatively well connected with low delay, then use of native IP protocols is 
possible.  If the end-to-end path may be disrupted, then applications should use the DTN suite 
natively for communications (item 2 in Figure 6-2).  For simplicity, however, an in-situ local 
network might choose to use DTN as the basis for its local internetworking (even if the local 
environment could support IP) to facilitate communications with remote elements such as 
mission operations centers.  Using this approach, the applications would see DTN as the 
internetworking protocol and know nothing of IP.  The DTN layer could then use any underlying 
protocol(s) to provide the DTN service, such as 802.11, BlueTooth, etc.  If the local network 
ǎǳǇǇƻǊǘŜŘ ƛǘΣ ǘƘŜ 5¢b ƭŀȅŜǊ ƳƛƎƘǘ ŎƘƻƻǎŜ ǘƻ ǳǎŜ Lt ŀǎ ŀ Ψƭƛƴƪ-ƭŀȅŜǊΩ ǎŜǊǾƛŎŜ ǳƴŘŜǊƴŜŀǘƘ 5¢bΣ ōǳǘ 
the IP-based service would be invisible to the applications. 
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Figure 6-2: End-to-End Communication Alternatives 

Alternative (3) of Figure 6-2 shows application-layer gateways translating between IP and DTN.  
This approach is preferred for situations where IP-based applications must be used at the end 
ǎȅǎǘŜƳǎΦ  !ƭǘŜǊƴŀǘƛǾŜ όпύ ŎƻǊǊŜǎǇƻƴŘǎ ǘƻ ǘƘŜ ΨƛǎƭŀƴŘǎ ƻŦ LtΩ ŎƻƴŎŜǇǘ ŘƛǎŎǳǎǎŜŘ ŀōƻǾŜΦ  ²ƘƛƭŜ 
technically possible, alternative 4 is a brittle and problematic solution, since the end systems 
will likely inherit the implicit assumptions made by IP that do not necessarily hold over the 
disrupted network.  Such applications could fail or behave in unpredictable ways if they are 
confronted with large delays and significant misordering that could result from transport over 
the disrupted network.  This alternative is not recommended and, if implemented, extensive 
testing of the applications is encouraged. 

6.3 Team Membership 

Team lead:  Keith Scott (NASA/JPL)  

Team members: Chris Taylor (ESA/ESTEC), Scott Burleigh (NASA/JPL), Michael Schmidt (ESA) 
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7   Issue 7: On-Demand Communication Services in the Context of 
the SSI 

7.1 Overview 

At its September 2009 meeting at the European Space Operations Centre (ESOC), the SISG 
raised an issue concerning the fact that on-demand communication services had not been 
addressed in the SSI discussions to date.  M. Schmidt (ESA/ESOC) and C. Edwards (NASA/JPL) 
were assigned the action to consider the needs and requirements for on-demand services in 
the context of the future SSI end state.  After an initial presentation on the topic, D. Israel 
(NASA/GSFC) and J. Schier (NASA/HQ) provided additional inputs regarding the already existing 
Demand Access Service (DAS) provided by the NASA Space Network (SN); those additional 
inputs are also included here.   

The overall finding of the issue team is that on-demand telecommunication services can be 
readily accommodated into the proposed SSI architecture and operations concept. 

7.2 Technical Discussion 

Current deep space communication services are typically fully scheduled activities, involving 
advanced planning to determine the specific time windows during which links will be 
established and the specific link configuration (data rates, coding, modulation, duplex mode, 
etc.) that will be used. 

In the future, we envision scenarios in which a user node would make on-demand requests for 
links autonomously.  For instance, rather than pre-scheduling a proximity link session between 
a Mars lander and a Mars relay orbiter via ground planning, an application on the lander could 
autonomously request such a link from the relay orbiter only when the link is needed to 
support a desired network service. 

Such an on-ŘŜƳŀƴŘ ǇŀǊŀŘƛƎƳ ƛǎ ƴƻǘ ŎǳǊǊŜƴǘƭȅ ǳǎŜŘ ŦƻǊ ǘƻŘŀȅΩǎ aŀǊǎ ǊŜƭŀȅ ǎŎŜƴŀǊƛƻǎ ŘǳŜ ǘƻ ǘƘŜ 
very short geometric contacts and the need for the orbiter to integrate science activities with 
relay service provision.  On-demand services, however, would fit well within possible future SSI 
scenarios.  As an example, consider a Mars outpost with multiple robotic users on the Martian 
surface, within the footprint of a dedicated Mars Relay Satellite providing extended (but 
perhaps not continuous) geometric visibility.  On-demand link establishment would enable 
more flexible, dynamic, and autonomous surface user operations, implementing links to the 
relay orbiter only when network services are needed by the surface users.  Such a strategy 
could reduce operations costs by eliminating much of the manual planning activity currently 
required to schedule individual links, and would minimize user energy costs by establishing links 
only when actually needed. 

On-demand services could fit into the SSI operations concept in a straightforward manner.  A 
key SSI concept is the notion of a contact plan describing the temporal connectivity of the 
network, i.e., the time windows during which various nodes are connected by links and the 
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capabilities of those links.  In a scheduled service paradigm, all those links are scheduled in 
advance and integrated into the contact plan.  In an on-demand paradigm, those pre-scheduled 
windows are simply replaced by the windows during which a link could potentially be 
supported in response to an on-demand service request.  There may still be temporal 
considerationsτe.g., times when a given link is not possible due to geometry or known a priori 
engineering constraintsτthat would need to be reflected in the contact plan. 

End-to-end services may involve a combination of on-demand and scheduled links.  On-demand 
approaches are most applicable to links over short distances, where the process for requesting 
and establishing a link can be carried out quickly.  Long light time links (for instance, between 
an Earth station and a planetary relay orbiter) are likely to continue to be manually scheduled.  
Thus, a user on the surface of Mars could make an on-demand request for a link to a Mars relay 
orbiter, which would then forward the data to Earth during a scheduled link session. 

One potentially complicating issue arises in the context of an oversubscribed on-demand 
service provider.  In this case there enters a stochastic aspect to the response time within which 
a requested on-demand link request can be satisfied.  (Of course, there are already stochastic 
elements of latency even in the scheduled SSI paradigm, based on finite bandwidth of individual 
links and uncertainties in overall network traffic.) 

Support for on-demand users will require standardized mechanisms for link requests and link 
establishment for all applicable links.  (It is worth noting that the Proximity-1 Space Link 
Protocol already provides such capabilities; we could, in principle, make on-demand service 
requests today from the Mars rovers, Spirit and Opportunity.) 

b!{!Ωǎ SN, comprised of the Tracking and Data Relay Satellites (TDRS) and associated ground 
stations, currently provides DAS, which allows users unscheduled return link service via the 
Multiple Access (MA) system.  This return service is accomplished by providing a full-period 
receive system for each DAS user via ground-based beamforming of the TDRS MA phased array 
signals and multiple strings of receiver equipment.  No on-demand service request is necessary.  
A user simply begins transmitting when service is desired. 

This already-existing service fits well into the SSI operations concept as previously described.  
The SSI contact plan would include all windows during which a link could be supported in 
response to on-demand service requests, while also accounting for periods of link unavailability 
due to geometry or engineering constraints. 

In summary, on-demand telecommunication services can be readily accommodated into the 
proposed SSI architecture and operations concept. 

7.3 Team Membership 

Team leads:  Chad Edwards (NASA/JPL) and Michael Schmidt (ESA/ESOC) 

Team members:  David Israel (NASA/GSFC) and Jim Schier (NASA/HQ) 
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8   Issue 9: Identify Figures of Merit (FOM) and Analyze Various 
Mission Scenario Alternatives to Determine the Best SSI Evolutionary 
Path 

8.1 Overview 

The SISG chartered the Issue 9 team to examine options for alternative paths by which the SSI 
can evolve in the 2015-2020 time frame towards the envisioned, post-2020, fully 
internetworked end state.  In particular, the 2016 ExoMars/Trace Gas Orbiter (ExoMars/TGO) 
and the 2018 Mars Astrobiology Explorer-Cacher (MAX-C) and ExoMars Roverτelements of the 
recently announced ESA/NASA Mars Exploration Joint Initiative (MEJI)τwill involve multi-hop 
relay scenarios, providing an excellent opportunity for evolution towards the SSI end state.   

The team identified five options for consideration, derived from specific implementation 
strategies for these 2016 and 2018 Mars missions.  A collection of stakeholders quantitatively 
assessed these options, based on a set of defined FOM.  Two options emerged as the most 
highly ranked, with nearly identical scores.  The first of these options represents the current 
ōŀǎŜƭƛƴŜΣ ǿƛǘƘ ǳǎŜ ƻŦ 9{!Ωǎ tŀŎƪŜǘ ¦ǘƛƭƛȊŀǘƛƻƴ {ǘŀƴŘŀǊŘ όt¦{ύ {ŜǊǾƛŎŜ мо ŦƻǊ ǊŜƭƛŀōƭŜ Řŀǘŀ 
transfers; this option scored well primarily due to cost and risk considerations.  The other 
favored option augments the Electra relay payload on the 2016 ExoMars/TGO spacecraft with 
its own internal storage and a functional DTN protocol stack, and also deploys a DTN network 
layer at the ground tracking station; this option scored well based on improved QQCL metrics, 
as well as the programmatic value of moving farthest towards the desired SSI end-state. 

8.2 Technical Discussion 

Given the charter to examine options for SSI evolution in the 2015-2020 time frame, the team 
quickly focused on the ESA/NASA MEJI.  Specific elements of MEJI in this time frame include 

ω 2016 ESA/NASA ExoMars/TGO:  This mission will consist of an ESA-provided 
orbiter bus carrying a suite of NASA- and ESA-provided science instruments 
focused on the study of trace gases in the Martian atmosphere.  NASA will 
supply a launch vehicle and will also supply a UHF relay payload based on the 
Electra software-defined radio, providing relay services to missions launched 
in 2018 and beyond.  The mission will also deploy an ESA-provided EDL 
Demonstrator, released on approach to Mars, to demonstrate ESA EDL 
technologies. 

ω 2018 NASA/ESA MAX-C/ExoMars Joint Rover Mission:  This mission will 
deploy a pair of rovers within a single Mars Science Laboratory (MSL)-
heritage EDL system.  The NASA MAX-C rover and ESA ExoMars rover will be 
mid-sized rovers, larger than the Mars Exploration Rovers but smaller than 
MSL; MAX-C is designed for a one Earth year nominal surface mission, while 
ExoMars is designed for 180 sols. 
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This mission set offers several interesting characteristics for the purposes of the requested 
study.  It involves a number of store-and-forward relay operations scenarios; involves a pair of 
collocated surface assets in the 2018 opportunity; has the potential for more complex network 
topologies than prior Mars missions; falls in the desired 2015-2020 time frame; is just entering 
formulation phase, so the design is not yet frozen (although plans for the 2016 mission are 
moving forward rapidly); and entails de facto multi-agency cross-support and interoperability 
considerations. 

The team identified a number of FOMs to be applied in the evaluation of considered options 

ω QQCL Performance: measures of the quantity, quality, continuity, and 
latency of end-to-end data delivery 

ω Cost:  sum of flight and ground implementation costs to achieve the selected 
option, along with impact on mission operations costs 

ω Risk:  technical risk associated with implementing the selected option, as well 
as the extent to which the selected option increases or decreases mission risk 
during flight operations 

ω Programmatics:  extent to which the selected option moves towards the 
desired SSI final state, characterized by a functional BP/IP network layer, as 
well as the ability of the selected option to accommodate existing missions. 

The team established five options for consideration, as outlined in Table 8-1.  



Solar System Internetwork (SSI) Issue Investigation and Resolution 
IOAG.T.SP.001.V1 

 

Page | 35  

 

 

Option # Description 

Option 1: Current Baseline:  This option represents the current baseline for the 2016 
and 2018 missions.  The 2016 orbiter utilizes the ESA PUS Service 13 to 
provide reliable data transfer over the deep space uplink and downlink.  
Reliable proximity links, using the CCSDS Proximity-1 link protocol, complete 
the reliable end-to-end link.  Relay and user MOCs employ a File Transfer 
Protocol (FTP)-based interface. 

Option 2a: CFDP Between Relay MOC and S/C:  This option uses acknowledged CFDP 
for reliable data transfers over the deep space link. 

Option 2b: CFDP Store-and-Forward Overlay:  This option utilizes CFDP-based file 
transfers at all interfaces, including between MOCs, with forwarding 
automated with the use of CFDP store and forward overlay. 

Option 3a: DTN Option A (DTN operating at ESOC):  In this option, the Electra relay 
payload on the 2016 ExoMars/TGO spacecraft is augmented to implement a 
5¢b ƴŜǘǿƻǊƪ ƭŀȅŜǊΦ  9{!Ωǎ ƻǇŜǊŀǘƛƻƴǎ ǊŜƳŀƛƴ ǳƴŎƘŀƴƎŜŘΣ ǳǎƛƴƎ t¦{ {ŜǊǾƛŎŜ 
13 for nominal communications with the orbiter and for relay services to an 
ESA landed asset.  However, relay services to a NASA landed asset utilize 
Class-1 CFDP over DTN.  Electra includes internal storage and a DTN bundle 
agent for reliable store-and-forward capability.  A DTN node is added at the 
Orbiter MOC. 

Option 3b: DTN Option B (DTN operating at ground tracking stations):  This option is 
similar to Option 4, with an augmented Electra payload providing DTN 
functionality.  However, this option removes the DTN node from the orbiter 
MOC and instead deploys a DTN node at the ground tracking station, 
allowing a NASA user mission (e.g., MAX-C) to flow data directly to the 
ground station, bypassing the Orbiter MOC. 

Table 8-1: List of Evolutionary Options Considered in the Issue 9 Study 

The Issue 9 team, along with additional participants from ESA and NASA, including 
representatives from the 2016 and 2018 missions, rated the various options based on the FOMs 
described above.  The group also assigned weighting factors to the various FOMs, allowing the 
calculation of an aggregate score for each option.  Figure 8-1 illustrates the results of the FOM 
analysis, with the contributions from each of the four FOM areas indicated. 
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Figure 8-1:  Figure of Merit Analysis Results 

The favored options were Option 1 (the current baseline) and Option 3b (the DTN option with 
the ground station configured as a DTN node).  While their total scores were nearly identical, 
the contributions from the different figures of merit were quite different.  Option 1 scored 
highest in areas of cost and risk, reflecting the high heritage of the baseline flight and ground 
software systems.  On the other hand, Option 3b scored highest in the areas of QQCL 
performance parameters and overall programmatics, as it represents the largest step towards 
the desired SSI end state. 

Option 2b, which would deploy CFDP with a store-and-forward overlay, had the lowest score.  
The team found that the significant software development required for this option was not 
productively directed towards the desired network-enabled SSI end state, and hence was not 
cost effective; much of this CFDP Store and Forward Overlay (SFO) development would 
subsequently be scrapped to be replaced by a true DTN network layer. 

The team cautions that this FOM analysis should not be considered as the ultimate answer, but 
rather as a useful exercise to explore various aspects of the option trade space.  It was also an 
effective way to engage the 2016 and 2018 Mars mission project personnel, exposing them to 
the potential benefits of the different options, and allowing the SISG team to hear concerns 
from a project perspective. The analysis clearly shows the dynamic tension between reuse of 
heritage solutions (with advantages of low cost and risk) vs. moving aggressively towards the 
desired DTN-enabled end-state (with programmatic and QQCL advantages).  Ultimately, the 
decision on the path forward will be critically dependent on the relative importance of these 
two factors. 

See Appendix E for details on the Issue 9 analysis. 
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8.3 Team Membership 

Team leads:  Chad Edwards (NASA/JPL) and Wolfgang Hell (ESA/ESOC) 

Team members: S. Burleigh (NASA/JPL), G. P. Calzolari (ESA/ESOC) 

Additional stakeholders who participated in the FOM analysis:  P. Schmitz (ESA/ESOC; 
2016/2018 ExoMars Project), Chris Taylor (ESA/ESTEC), T. Komarek (NASA/JPL; 2016 
ExoMars/TGO Project), Chris Salvo (NASA/JPL; 2018 MAX-C Pre-project) 
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9   Issue 10: Ground Support Considerations 

9.1 Overview 

While Issue 9 primarily examines options for SSI evolution for the space segment, Issue 10 is 
specifically concerned with determining the best ground support configuration to support the 
SSI.  The default assumption in the Issue 9 study is that the ground-based interfaces between 
the Lander MOC, the Orbiter MOC, and the Ground Station will be Space Internetworking (SI) 
interfaces (IP or DTN) supported by SLE from the Orbiter MOC to the Ground Station, and 
running over TC and TM space communication protocols.  The Issue 9 study does not discuss 
forward and return synchronous AOS on the space link, support of SSI compliant missions and 
traditional TT&C missions, or the specific SLE options and ground support configurations 
needed to support these capabilities.  Issue 10 addresses these issues in detail and identifies an 
optimal configuration using an Analysis of Alternatives (AoA) approach. 

9.2 Technical Discussion 

The scope of the Issue 10 Ground Support Study is shown in Figure 9-1, which represents the 
best space segment option selected by the Issue 9 study.  This scenario supports a traditional 
TT&C Orbiter and also provides an SSI relay/router function via a modified Electra radio on the 
Orbiter to provide DTN services.  The ground configuration shown is one of the possible 
configurations that could be adopted.  The Issue 10 study identified six possible configurations 
for these ground assets (see Table 9-1): two NASA and ESA legacy configurations 
(Configurations 1 and 2), two configurations that adopt modified versions of SLE forward and 
return packet services (Configurations 3 and 4), and two that adopt new SLE/CSTS forward 
frame service(s) that handle AOS and TC frame and frame multiplexing (Configurations 5 and 6).   



Solar System Internetwork (SSI) Issue Investigation and Resolution 
IOAG.T.SP.001.V1 

 

Page | 39  

 

 

Figure 9-1: Ground Support Study Focus 

In the NASA and ESA legacy configurations, the Orbiter MOC handles all of the data, and the 
primary variants concern where DTN is implemented and how the Orbiter MOC is 
implemented.  The primary variant in the other configurations is where the implementation of 
the full SSI stack is done, either in the Ground Station or in the User MOC.  Table 9-1 
summarizes these options, and shows the initial analytical results. 

Considered in this Analysis

User 

S/C

Orbiter S/C

UHF

Prox-1

EP

CFDP 1

GndStn Orbiter MOC

RFM

TM/TC

SLE

TCP/IP

IP-based network

User 

MOC

RFM

TM/TC

UHF

Prox-1

SPEP

PUS

CFDP 1

BP

LTP

BP BP

TCP/IP

TM/TC

SP

PUS

SLE

TCP/IPElectra

CFDP 1

BP

LTP

EP

FT FT

Electra

VC X VC XP Y VC YVC YP Y

One Possible End-to-End Configuration  
DTN B (Option 5 from Issue 9)



Solar System Internetwork (SSI) Issue Investigation and Resolution 
IOAG.T.SP.001.V1 

 

Page | 40  

 

 

Table 9-1: Issue 10 Study Options 

Table 9-1 shows where identical (or nearly identical) configurations are allocated for each of the 
ƪŜȅ ŜƭŜƳŜƴǘǎΣ ŀƭƻƴƎ ǿƛǘƘ ǘƘŜ ǘŜŀƳΩǎ ƛƴƛǘƛŀƭ ƴƻǘŜǎΦ  wŜŘ ǘŜȄǘ ƘƛƎƘƭƛƎƘǘǎ ǿƘŜǊŜ ǘƘŜ 5¢b 
functionality is allocated in each configuration. 

One of the key assumptions in this study was that the Orbiter MOC will require complete access 
to standard TT&C services to operate the Orbiter spacecraft.  The team did not want to 
preclude use of SSI protocols for this function, but wanted to ensure that this basic capability 
was in place.  The study included a full AoA, including development of two sets of FOMτone 
for technical issues and one for cost and risk.  The team used weights to assign relative values 
to the different FOMs, and employed a consensus approach to develop the FOMs, weights, and 
scoring. 

This analysis is largely qualitative, although the team applied relative quantitative estimates to 
reflect and normalize the quality, complexity, and cost of the different configurations for each 
FOM.  Accurate cost estimates for the service users and service providers should ultimately be 
used to provide solid validation of ǘƘŜ ǎǘǳŘȅΩǎ ƻǳǘŎƻƳŜΣ ōǳǘ ǘƘŜ ǘŜŀƳ Ƙŀǎ ŜƴƻǳƎƘ ŜȄǇŜǊƛŜƴŎŜ 
with these systems to be confident that the relative evaluations will not change substantially.  
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The costing assumptions included adoption of common standards and assume each agency is 
implementing a single user and service provider that will be reused.    

The favored configuration (Configuration 5) is shown in Figure 9-2 (forward path) and Figure 9-3 
(return path).  The forward/return terminology, while somewhat archaic from the point of view 
of internetworking, is appropriate in the context of ground support, which must handle 
traditional as well as SSI services. 

 

Figure 9-2: Selected Forward Configuration 
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Figure 9-3: Selected Return Configuration 

NOTE: Figures 9-2 and 9-3 are symmetric, and show the very simple Orbiter MOC and User 
MOC configurations and the allocation of all of the lower level DTN and link layer processing 
to the Ground Station.  Also note that the Orbiter MOC can become a full SSI node with the 
addition of the CFDP and BP protocols, as shown in the User MOC. 

 

The technical FOM analysis heavily favored Configurations 5 and 6, largely because they provide 
the greatest flexibility and interoperability. 

 The team selected Configuration 5 because it has the higher scores, provides the 
greatest flexibility, and subsumes the all of the features of Configuration 6, where users 
can still provide their own local implementations running over a frame service 

 A sensitivity analysis, which altered the weights to favor user complexity over simpler 
ground stations, did not change the relative rankings 

The Cost/Risk FOM analysis favored Configuration 1, largely because it requires no 
implementation or changes, and thus incurs the lowest cost.  However, Configurations 5 and 6 
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were moderately strongly favored over the other configurations when the team considered the 
remaining cost/risk FOMs. 

 The team selected Configuration 5 because it has an almost identical score to 6, 
provides the greatest flexibility, and subsumes all the features of Configuration 6. 
(Higher capability for roughly the same cost is to be preferred.) 

 A sensitivity analysis, which altered the weights to favor user complexity in exchange 
for simpler ground stations, ranked Configuration 5 the highest of all, followed by 
Configurations 1 and 6 

In all cases where movement toward an SSI final state was a strong consideration, 
Configurations 5 and 6 were favored or strongly favored.  The team consensus was to select 
Configuration 5, which, while it increases Ground Station and provider costs, provides the most 
generality and extensibility and also has the least cost and complexity for both the Orbiter and 
the users.  Both Configurations 5 and 6 support all of the possible configurations analyzed in the 
Issue 9 study and also readily support full adoption of the SSI suite in the Orbiter MOC. 

For more details on the study, including the underlying assumptions, the alternative 
configurations, and a full discussion of the AoA, please refer to the slides in Appendix F. 

9.3 Team Membership 

Team lead: Peter Shames (NASA/JPL) 

Team members: Gian Paolo Calzolari (ESA/ESOC), Wolfgang Hell (ESA/ESOC), Wallace Tai 
(NASA/JPL) 
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Appendix A.   Acronyms 

AMS Asynchronous Message Services 

AOA Analysis of Alternatives 

AOS Advanced Orbital Systems 

BCH Bose-Chaudhuri-Hocquenghem 

BP Bundle Protocol 

CCSDS Consultative Committee for Space Data Systems 

CFDP CCSDS File Delivery Protocol 

CLA Convergence Layer Adapter 

CLTU Communications Link Transmission Unit 

CNES /ŜƴǘǊŜ bŀǘƛƻƴŀƭ ŘΩ9ǘǳŘŜǎ {ǇŀǘƛŀƭŜǎ όCǊŜƴŎƘ ǎǇŀŎŜ ŀƎŜƴŎȅύ 

CSTS Cross Support Transfer Services 

DAS Demand Access Service 

DLR German Space Agency 

DOR Differential One-Way Ranging 

DTN Disruption Tolerant Network or Delay Tolerant Network 

EDL Entry, Descent and Landing 

ESA European Space Agency 

ESOC European Space Operations Center 

FBO File Based Operations 

FCAPS Fault, Configuration, Accounting, Performance, Security 

FOM Figures of Merit 

FTP File Transfer Protocol 

IOAG Interagency Operations Advisory Group 

IOP Interoperability Plenary 

IP Internet Protocol 

ISP Internet Service Provider 

JAXA Japan Aerospace Exploration Agency 

LH Last Hop 

MA Multiple Access 

MAX-C Mars Astrobiology Explorer-Cacher 

MEJI Mars Exploration Joint Initiative 

MEX Mars Express 

MOC Mission Operations Center 

MSL Mars Science Laboratory 

OCF Operational Control Field 

OSI Open Systems Interconnection 

PDU Protocol Data Unit 

PUS Packet Utilization Standard 

QoS Quality of Service 

QQCL Quantity, Quality, Continuity, and Latency 

RF Radio Frequency 

SAP service access point 

SFO Store and Forward Overlay 

SI Space Internetworking 
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SC Spacecraft 

SIS-DTN Space Internetworking Systems Delay Tolerant Networking 

SISG Space Internetworking Strategy Group 

SLA Service Level Agreement 

SLE Space Link Extension 

SN Space Network 

SSI Solar System Internetwork 

SSI-ISP Solar System Internetwork-Internet Service Provider 

TC Telecommand 

TDRS Tracking and Data Relay Satellite 

TT&C Tracking, Telemetry, and Command 

UDD User Defined Data 
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Appendix B. Issue 2 and 3 Supplementary Material 

Slide 1 

SISG

IOAG Space Internetworking

Strategy Group

CNES      DLR       ESA       JAXA     NASA

Response to SISG Request for Network and 
Service Management Information

20100526 ïv1.3

1Version 1.3
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Slide 2 

SISG
Issue Resolution Plan (From ESOC Meeting)

ISSUE RESOLUTION PROCESS RESP.
PARTIES

2. Service Management 
not sufficiently 
defined

1. Assign to SISG Ops Concept Working Group
2. Define top level requirements for Service Management 

(interaction between service provider and user)
a. Identify boundary conditions in terms of delay and 
disruption where different modes of operations can be 
deployed.
b. Define interfaces between users (control center/spacecraft) 
and providers
c. Identify management needs for services

DUE DATE: 15 Mar 2010

Ops Concept ðWG

3. Network 
Management not 
sufficiently defined 

1. Assign to SISG Architecture Working Group
2. Define requirements for Network Management (monitor and 

control of comm. nodes, e.g., capability to update routing tables)
a. Capability of provider (authority of provider)
b. Capability of user
c. Needs of provider
d. Monitoring, control, and reporting options

DUE DATE: 15 Mar 2010

Architecture -WG

2May 26, 2010 Version 1.3
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Slide 3 

SISG

Context for Network and Service 
Management in the SSI

ÍThe principal concept of the SSI is to build a network layer 
communications infrastructure that meets the requirements 
from all missions and then to use that infrastructure to 
support end-to-end communication among users
Õ The infrastructure consists of nodes that do store-and-

forward routing and the links that connect them
ÕNot trying to manage each individual transfer; rather the 

nodes take local decisions in accordance with policies and 
rules set for mission operations; there will be times when 
particular links are under-utilized, and times when they are 
over-subscribed

ÍThe service provided by the SSI to users is ñdelivery of 
application data units according to their requested qualities 
of serviceò, using the protocol mechanisms that are part of 
the SSI
ÍThe service used by the SSI is the link-layer connectivity 

and the knowledge of that connectivity as a function of time 
(in order to configure time-aware forwarding such as 
Contact Graph Routing, e.g.)

3May 26, 2010 Version 1.3
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The main philosophical difference between the SSI and the way things are done now is that in the SSI, we envision providing a 
communications infrastructure that is separate from individual data transmissions.  The routing/forwarding fabric of the SSI will be 
responsible for managing transmission of user data across the (given) infrastructure.  There is a feedback loop allowing missions and 
the SSI to request that additional connectivity be provided (later slides) 

 

The fundamental service provided by the SSI is delivery of application data units to their (addressed) destinations, regardless of 
where those destinations are in the network and according to the QoS requests of the applications. 

 

LŦ ǿŜ ŜƴǾƛǎƛƻƴŜŘ ǊǳƴƴƛƴƎ ǊƻǳǘƛƴƎ ǇǊƻǘƻŎƻƭǎ ǘƘŀǘ ΨŘƛǎŎƻǾŜǊŜŘΩ ǘƘŜ ŎǳǊǊŜƴǘ ŀƴŘκƻǊ ŦǳǘǳǊŜ ŎƻƴƴŜŎǘƛǾƛǘȅ όƳŀȅōŜ Ǿƛŀ ǎƻƳŜ ƛƴǘŜǊŦŀŎŜ to 
query a node as to its upcoming schedule) then we could get by with just the physical connectivity without separate knowledge of 
ŦǳǘǳǊŜ ǎŎƘŜŘǳƭŜŘΦ  LǘΩǎ ŀ ǳǎŜƭŜǎǎ ŘƛǎǘƛƴŎǘƛƻƴΣ ƘƻǿŜǾŜǊΣ ǎƛƴŎŜ ǘƘŜ ƴƻŘŜǎ ǘƘŜƳǎŜƭǾŜǎ ǿƛƭƭ ƘŀǾŜ ǘƻ ƪƴƻǿ ǘƘŜƛǊ ƻǿƴ ǳǇŎƻƳƛƴƎ ǎŎƘŜŘules in 
order to operate. 

 

²ƛǘƘ ǊŜƎŀǊŘ ǘƻ ǘƘŜ ǎŜǊǾƛŎŜǎ ǳǎŜŘ ōȅ ǘƘŜ {{LΣ άƭƛƴƪ-ƭŀȅŜǊ ŎƻƴƴŜŎǘƛǾƛǘȅέ ƛƴŎƭǳŘŜǎ ŀƭƭ ǳƴŘŜǊƭȅƛƴƎ ŎƻƴƴŜŎǘƛǾƛǘȅ ǎǳŎƘ ŀǎ ǘƘŜ LƴǘŜǊƴŜǘ 
protocols when SSI nodes are connected by IP networks. 
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Slide 4 

SISG

Interoperability and Network Management

ÍWe do not currently see a requirement for one agency 

to be able to use network management to command 

another agencyôs assets

ÍWe think there is a need for agreement on the network 

management information and a way to exchange that 

information across agency boundaries

ÕFor reporting and accountability

ÍIdeally, for some types of information that agencies 

are willing to share freely (e.g. accounting?), common 

network management / reporting protocols would be 

developed

4May 26, 2010 Version 1.3
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Slide 5 

SISG

SSI Service interfaces

5May 26, 2010 Version 1.3

SSI Protocol Elements

(at SSI Nodes, e.g. Spacecraft, 

Ground Station, MOC)

Link Layer Protocol Elements 

(connecting each SSI node): 

connectivity as a function of time

Application Protocol Elements

ËSSI PDUs from lower 

layers

ËLink-layer indications 

(of connectivity, e.g.)

ËSSI PDUs 

submitted for 

delivery across 

individual links

ËApplication 

data traffic

ËApplication 

data traffic

SSI  ISPs 

(including 

coordination

functions)

ËRouting information, 

traffic profiles for the 

applications

ËTraffic requirements (e.g. volumes, 

qualities of service) for applications

ËInterface requirements (e.g. IP vs. BP)

SSI Users (e.g. Missions)

ËNetwork management 

and monitoring data

Link Layer 

Service 

Providers

ËConnectivity 

and scheduling 

information

Link configuration and 

management happen 

separately as a result of 

agreements between SSI 

nodes to provide connectivity

SSI Service Management 

Interfaces

Link Layer Service 

Management Interfaces
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¢ǊŀŦŦƛŎ ǇǊƻŦƛƭŜΥ ŀƳƻǳƴǘ ƻŦ ΨŀƭƭƻǿŀōƭŜΩ ǘǊŀŦŦƛŎ ōȅ vƻ{ ŎƭŀǎǎΦ  ¢ƘŜ {{L ƴƻŘŜ Ƴŀȅ ƛƴǘŜǊŀŎǘ ǿƛǘƘ ǘƘŜ ŀǇǇƭƛŎŀǘƛƻƴ ǘƻ ŜƴǎǳǊŜ ǘƘŀǘ ǘhe 
ŀǇǇƭƛŎŀǘƛƻƴΩǎ ǘǊŀŦŦƛŎ ƳŜŜǘǎ ƛǘǎ ǇǊƻŦƛƭŜΦ  CƻǊ ŜȄŀƳǇƭŜΣ ƛŦ ŀ ǇŀǊǘƛŎǳƭŀǊ ŀǇǇƭƛŎŀǘƛƻƴ ƛǎ ŀƭƭƻǿŜŘ ǘƻ send 100kBytes/day of priority-16 traffic, 
but instead sends 500kBytes/day, the SSI Node needs to interact with the SSI Coordination function and the application to resolve it.  
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Slide 6 

SISG

Definitions: Entities

ÍMissions (Users)
Õ Have requirements for communications
ÈCommanding, Telemetry
ÈFrequency of contact, total bandwidth, é

Õ May be able to provide communications services to the SSI
ÈDepending on their particular resources like position, mission 
phase, power, storage, é

ÍUser MOCs: control spacecraft and interface between missions 
and their agenciesô SSI ISPs, possibly via mission family / 
exploration field specific representatives

ÍProvider Elements: coordinate with their agenciesô SSI ISPs to 
provide communications services to missions (e.g. TT&C 
networks, relay spacecraft)

ÍSSI Internetworking Service Providers (SSI ISPs):
Õ Are administrative entities, nominally one per agency, that are 

the management interfaces between missions and the SSI
Õ Communicate with missions in their agency and with other SSI 

ISPs to negotiate the communication (link) schedules that 
provide the óraw materialô that the SSI builds on to provide a 
communications infrastructure

6May 26, 2010 Version 1.3
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Slide 7 

SISG

Service Management and Network 
Management in the SSI

Í Service Management in the SSI refers to the óconfigurationô aspect of the 
underlying services (connectivity) used to construct the SSI
Õ Missions and SSI ISPs working together to establish the underlying 

connectivity and nominal routing plan

Í Network management in the SSI refers to the activities, methods, 
procedures, and tools that pertain to the operation, administration, 
maintenance, and provisioning of SSI resources
Õ Operation deals with keeping the network (and the services that the network 

provides) up and running smoothly. It includes monitoring the network to 
spot problems as soon as possible, ideally before users are affected.

Õ Administration deals with keeping track of resources in the network and how 
they are assigned. It includes all the "housekeeping" that is necessary to 
keep the network under control.

Õ Maintenance is concerned with performing repairs and upgrades.  
Maintenance also involves corrective and preventive measures to make the 
managed network run "better", such as adjusting device configuration 
parameters.

Õ Provisioning is concerned with configuring resources in the network to 
support a given service.

7May 26, 2010 Version 1.3
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A common way of characterizing network management functions is FCAPSτFault, Configuration, Accounting, Performance and 
Security. 

Functions that are performed as part of network management accordingly include controlling, planning, allocating, deploying, 
coordinating, and monitoring the resources of a network, network planning, frequency allocation, predetermined traffic routing to 
support load balancing, cryptographic key distribution authorization, configuration management, fault management, security 
management, performance management, bandwidth management, route analytics and accounting management. 

Data for network management is collected through several mechanisms, including agents installed on infrastructure, synthetic 
monitoring that simulates transactions, logs of activity, sniffers and real user monitoring. 
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Slide 8 

SISG
Issue 2

ISSUE RESOLUTION PROCESS RESP.
PARTIES

2. Service 
Management 
not sufficiently 
defined

1. Assign to SISG Ops Concept Working Group
2. Define top level requirements for Service 
Management (interaction between service provider 
and user)

a. Identify boundary conditions in terms of 
delay and disruption where different 
modes of operations can be deployed.

b. Define interfaces between users (control 
center/spacecraft) and providers

c. Identify management needs for services

DUE DATE: 15 Mar 2010

Ops Concept -
WG

8May 26, 2010 Version 1.3
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Slide 9 

SISG

Issue 2a: Boundary in Terms of Delay and Disruption 
Where Different Modes of Operation Can Be Employed 

ÍñMode of operationò here is interpreted as ówhat 
network layer protocol could be usedô?
ÍFrom ósuspendedô CCSDS Cislunar Space Internetworking 

working group:
Õ In terms of delay, the Internet Protocol suite can function to 

about 10s RTT

Õ In terms of loss, itôs really up to the applications
ÈTCP traffic will suffer greatly if the packet loss rate is > ~2%, 
but nobodyôs planning on using TCP

Õ In terms of link directionality (i.e. simplex vs. duplex links) 
both IP and BP can handle simplex links; IP is limited to 
protocols that do not require bi-directionality (e.g. UDP) 
and special routing considerations apply

Õ In terms of disconnection / partitioning, IP will only 
deliver packets when end-to-end connectivity is available.

9May 26, 2010 Version 1.3
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tŜƻǇƭŜ ǎŜŜƳ ŦŀǎŎƛƴŀǘŜŘ ōȅ ǘƘŜǎŜ ǘȅǇŜǎ ƻŦ ǘƘƛƴƎǎΣ ōǳǘ ŀǎ ǘƘŜǊŜΩǎ ƴƻ ǊŜŀƭ ŎƭŜŀǊ-Ŏǳǘ ŀƴǎǿŜǊΦ  LΩǾŜ ǎŜŜƴ ŜǾŜƴ TCP systems that run 
reasonably well over 20-30s round-trip times.  This works because there are only a handful of nodes and some optimizations to 
reduce round trips (like not running ARP between the nodes), but still using regular Internet routing protocols (OSPF). 

  



Solar System Internetwork (SSI) Issue Investigation and Resolution 
IOAG.T.SP.001.V1 

 

Page | 59  

 

Slide 10 

SISG

Issue 2a: Boundary in Terms of Delay and Disruption 
Where Different Modes of Operation Can Be Employed 

ÍñMode of operationò here is interpreted as ówhat 

are the application-layer paradigms that are 

supportable (e.g. conversational, asynchronous, 

é)ô?

ÍWe have different applications that have different QoS 

requirements for (e.g.) delay / latency / é

ÍDifferent applications (e.g. voice, video, data) have 

different requirements for each of the boundary 

categories (e.g. delay, loss rate, é)

ÍService management has to be able to capture the 

application requirements and inject them into the SSI 

planning cycle

10May 26, 2010 Version 1.3
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SSI Service interfaces

11May 26, 2010 Version 1.3

SSI Protocol Elements
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¢ǊŀŦŦƛŎ ǇǊƻŦƛƭŜΥ ŀƳƻǳƴǘ ƻŦ ΨŀƭƭƻǿŀōƭŜΩ ǘǊŀŦŦƛŎ ōȅ vƻ{ ŎƭŀǎǎΦ  ¢ƘŜ {{L ƴƻŘŜ Ƴŀȅ ƛƴǘŜǊŀŎǘ ǿƛǘƘ ǘƘŜ ŀǇǇƭƛŎŀǘƛƻƴ ǘƻ ŜƴǎǳǊŜ ǘƘŀǘ ǘhe 
ŀǇǇƭƛŎŀǘƛƻƴΩǎ ǘǊŀŦŦƛŎ ƳŜŜǘǎ ƛǘǎ profile.  For example, if a particular application is allowed to send 100kBytes/day of priority-16 traffic, 
but instead sends 500kBytes/day, the SSI Node needs to interact with the SSI Coordination function and the application to resolve it. 
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Overview of SSI Configuration Process

Í Long-term SLAs and 
scheduling rules are 
adjusted slowly and 
infrequently
Õ E.g., on the addition of a 

new mission 

SSI-ISP

A

SSI-ISP

B

SSI-ISP

C

Develop/maintain  mutually-

supportive cross 

support SLAs, scheduling rules

Strategic

Provider 

elements

Provider 

elements

Provider 

elements

mission 

lifecycle 

comm rqts

User 

MOCs

User 

MOCs

User 

MOCs

Develop periodic contact 

plans based on rules, adjusted for 

time/event-specific rqts

time/event-specific 

comm rqts (if any)

Contact schedule requests/

schedules

Tactical (~weekly ï~monthly)

mutually-

supportive

scheduling 

rules

User S/C, 

relay 

trajectory 

data for 

contact 

period

Mission-specific 

contact plans

Å Contact plan generation may 
require iteration among User 
MOCs, provider elements, 
and SSI-ISPs to 
accommodate time/event-
specific requirements

Capabilities/

provisioning rqts

SSI-ISP

A

SSI-ISP

B

SSI-ISP

C

Provider 

elements

Provider 

elements

Provider 

elementsUser 

MOCs

User 

MOCs

User 

MOCs

SSI

Coordination

Function

SSI

Coordination

Function
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Issue 2c: Identify Management Needs for 
Services

ÍThis is the service interface between Users and the 

SSI Coordination Function

ÕQoS: Jitter, latency, throughput

Õ Interfaces: [IP, BP] connectivity, legacy support

13May 26, 2010 Version 1.3
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Issue 3

ISSUE RESOLUTION PROCESS RESP.
PARTIES

3. Network 
Management 
not sufficiently 
defined 

1. Assign to SISG Architecture Working Group
2. Define requirements for Network Management 

(monitor and control of comm. nodes, e.g., 
capability to update routing tables)

a. Capability of provider (authority of provider)
b. Capability of user
c. Needs of provider
d. Monitoring, control, and reporting options

DUE DATE: 15 Mar 2010

Architecture -
WG

14

ÍThis really covers two areas:
ÍñTraditionalò network management
Õ Configurable parameters
Õ Ability to update routing tables, list currently held bundles, 
return accounting information, é

ÍCapabilities / interfaces between users and providers and 
among providers

May 26, 2010 Version 1.3
 

 



Solar System Internetwork (SSI) Issue Investigation and Resolution 
IOAG.T.SP.001.V1 

 

Page | 65  

 

Slide 15 

SISG

Overview of SSI Configuration Process

User

(mission)

Userôs

ISP (agency)

Communication 

requirements

Can 

requirements 

be met with 

current 

configuration

?

Yes No

ËWhile itôs technically possible to try to work solutions without global knowledge, we believe that this step 

will require global knowledge of the communications requirements and connectivity possibilities in order to 

function well and to provide efficient solutions.  Thus we expect the SSI ISPs to share this information with 

each other.

Negotiated communications 

capabilities will include things like total 

amount of data per unit time that can 

be sent for reliable / unreliable delivery, 

total amount of data that can be sent 

with particular priorities, etc.

Å Missions effect bilateral communications agreements

Å New routing / forwarding information distributed to SSI 

nodes

C
o
n

fi
g

Run with current 

schedule until 

something 

changes

15May 26, 2010 Version 1.3

SSI Coordination 

Function

Do this now

Do that then

Do the other 

thing later.
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Issue 3: Capability of Provider (Authority of 
Provider)

ÍProviders of SSI services, e.g. ground stations, relay spacecraft
Õ Interact with their agenciesô SSI ISPs to maintain a notion of what 

connectivity is possible, both with other missions in the same agency 
and with missions from other agencies

Õ Can enter into agreements with their agenciesô SSI ISPs
ÈTo provision link-layer connectivity with other SSI nodes (provisioning 

connectivity with nodes in another agency implies inter-ISP agreement)
Õ Are NOT ócontrolled byô the SSI, except via whatever interactions 
between the mission and its SSI are mandated by the missionôs 
agency

ÍSSI ISPs (as providers of SSI services)
Õ Can enter into agreements with missions in their agencies and with 

other SSI ISPs, e.g.:
ÈProvision of link-layer connectivity between nodes
ÈAgreements on the coarse-grained configuration of the SSI as a whole 

(e.g. SSI routing will be set up to meet the communication needs of the 
missions)

Õ Form a federated community of interest
ÈThere is no óheadô SSI ISP
ÈIn theory, participation is driven by members getting more out of the 

network by banding together than any single member could get out of 
using only their own assets

Õ Work with their missions to effect the agreed-to configuration

16May 26, 2010 Version 1.3
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In the SSI model, missions are still autonomous (or perhapǎ ΨƳƛǎǎƛƻƴǎ ŀǊŜ ǎǘƛƭƭ ƻƴƭȅ ǊŜǎǇƻƴǎƛōƭŜ ǘƻ ǘƘŜƛǊ ǇŀǊŜƴǘ ŀƎŜƴŎƛŜǎΩύΦ   
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Issue 3: Needs of Providers

ÍProviders of SSI services

ÕNeed to know the agreed-to SSI configuration 

(connectivity, routing, é)

ÈIn order to manage physical connectivity according to the 

configuration

ÍSSI ISPs (as providers of SSI services)

ÕNeed to know the agreed-to SSI configuration 

(connectivity, routing, é)

ÕNeed to know application communication 

requirements

ÕNeed to know the possible connectivity among SSI 

nodes (to explore new possible configurations)

17May 26, 2010 Version 1.3
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Issue 3: Capabilities of Users

ÍUsers of SSI services (e.g. rovers, spacecraft, rover 

MOCs)

ÕInteract with their agenciesô SSI ISPs to communicate 

their communication requirements

ÕCan transmit and receive data according to the 

negotiated traffic profile (constraints on data rates and 

qualities of service as a function of time)

ÈOver-profile data traffic may be re-prioritized (shaped)

ÍSSI ISPs (as consumers of SSI services)

ÕN/A

18May 26, 2010 Version 1.3
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Overview of FCAPS Network Management 
Functions

ÍFault Detection and Reporting

ÍConfiguration
Õ E.g. router ID, convergence layers and parameters, routing 

protocols and parameters (including static routes as a 
special case), etc.)

ÍAccounting
ÕNumbers of bundles sent and received, forwarded, é, 

possibly per (source, destination), number and nature of 
security faults

Õ In cases where a given link is exclusively reserved for use 
by a given mission (e.g. last hop to a landed asset), 
charging may be based on time rather than data volume 

ÍPerformance
ÕMonitoring of the number of times transmissions were 

interrupted, throughput / goodput of links

ÍSecurity
ÕConfiguring security parameters

19May 26, 2010 Version 1.3
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SSI Network Management Capabilities

ÍTelemeter relevant management information

ÕBased on schedule

ÕBased on exception (alarm)

Õ In response to query

ÍModify particular management information items

ÍList, Suspend, Resume, Re-prioritize, Terminate 

Bundles at a given node

ÍModify CLA parameters as appropriate

ÍModify Routing / Forwarding protocol parameters as 

appropriate

ÕE.g. insert static routes, modify Contact Graph 

Routing information

20May 26, 2010 Version 1.3
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SSI Network Management Capabilities

Í The inherent flexibility offered by SSI dynamic routing capability in combination with 

appropriate priority  / QoS assigned to different concurrent data flows in many cases 

may respond well and rapidly enough to óunplannedô events. The richer the available 

connectivity is, the less such events will require the in advance preparation of special 

recovery configurations.

Í However, in particular as long as data relaying is provided by secondary payloads of 

planetary orbiters, missions may require a backup comm. scenario that is preplanned 

and can be invoked on short notice if the need arises (as was done for MEX in 

support of Phoenix). 

Í The preparation of such backup scenario can be part of the SLA negotiated between 

the SSI ISPs. The SLA should also document how and by whom the backup comm. 

scenario can be invoked.

Í In case of temporary outage of certain resources (e.g. relay spacecraft temporarily in 

safe mode), the inherent flexibility of the SSI in combination with priority of traffic 

should accommodate the invocation of such backup scenario without absolutely 

requiring the regeneration of the SSI contact plan.

Í A more disastrous failure like extended outage or even permanent loss of certain 

resources will require a re-planning, although even in such case the SSI will behave 

more gracefully than the topologies we use today and even in such case the re-

planning only needs to be done around the outage, not end-to-end.

21May 26, 2010 Version 1.3
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SSI Network Management Capabilities

Í Assuming Contact Graph Routing (CGR), depending on the exact circumstances, 

contact anomalies will be handled in the following ways:

Õ A link failure known about ahead of time, e.g. by inference from a spacecraft 

failure, such that contact plan revisions can be distributed to the participating SSI 

nodes before routing decisions are made will simply result in different routing 

decisions.  No problem will arise provided that alternate contact capacity, i.e. 

future planned contact intervals, is available.  If the available alternate capacity is 

insufficient for transmission of all affected bundles, low-priority bundles will be 

discarded.

Õ If the link failure is known ahead of time, but the contact plan revisions reach the 

SSI nodes before the start of the contact but only after routing decisions have 

been made, then bundles will automatically be re-forwarded at the end of the 

originally planned contact interval because the CLA did not de-queue them for 

transmission at the times predicted by CGR.  The re-forwarding procedure will 

result in revised routing decisions for the affected bundles to the extent that 

alternate contact capacity is available.

Õ If the link failure is completely unanticipated, then the CLA will de-queue bundles 

for transmission as planned and attempt to transmit them, but nothing will 

happen. In this event, convergence layer (e.g., LTP) ARQ procedures will detect 

convergence layer protocol failure and thereupon cause the bundles to be re-

forwarded immediately.

22May 26, 2010 Version 1.3
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SSI Network Management Capabilities

ÍConclusion: 

Õ The notion is that if a link that is in the contact plan unexpectedly 

becomes unavailable, then, if this information can be propagated to 

other SSI nodes, bundles that would have been routed over the now 

failed link can take other paths. Those other paths would use (link-level) 

connectivity and bandwidth that was already provisioned (the idea being 

to build the link connectivity plan as 'infrastructure' that has some extra 

capacity in it over and above the absolute minimum needed to support 

the a priori requirements). Thus no change in the link configurations 

would be needed.  

Õ Timely distribution of contact plan revisions is always helpful but would 

never be a prerequisite to autonomous recovery from an SSI resource 

outage.

Õ Local, autonomous anomaly resolution is a fundamental principle of 

delay-tolerant networking, since one can never rely on getting timely 

assistance from other entities in the network.

23May 26, 2010 Version 1.3
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IOAG Space Internetworking

Strategy Group

CNES      DLR       ESA       JAXA     NASA

Backup
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Management Information for SSI Nodes: 
Standard Information for Bundle Protocol

Category Item
RFC5050 

Section

Endpoints Singleton endpoint that the bundle node is required to be a member of 3.1

Registrations
What endpoints is this node a member of?

For each registration: active or passive?

For each registration: delivery failure action (defer, abandon, other)

3.1

Convergence Layers
For each CL: convergence layer identifier

For each CL: convergence layer configuration parameters (reference to another set of management data that 

includes things like per-link info (speed, peer(s), schedule, é) for the set of links that the CL is managing)

3.1

General Accounting

Number of bundles originated for transmission

Number of bundles received from convergence layers (possibly the numbers received BY convergence layer)

Number of bundles delivered to applications

Number of bundles taken custody of

Number of custodial bundles received but NOT taken custody of

Number of bundles transmitted (possibly by CL)

Number of bundles abandoned

Number of bundles deleted

3.1

Custody
Conditions under which a Bundle Node may take custody of bundles

Rules for setting custody retransmission timers?

Where (e.g. memory vs. disk) and how much storage is available to hold custodially-held bundles.

5.1

Administrative Records

Bundle agent generates bundle reception status reports

Bundle agent generates custody acceptance status reports

Bundle agent generates bundle forwarding status reports

Bundle agent generates bundle delivery status reports

5.1

Fragmentation Bundle agent implements fragmentation 5.8

Static Routing
List of static routes (mapping between destination EID and/or destination CL address)

Dynamic Routing 

Protocols
Routing protocol identifier

Routing protocol configuration parameters (reference to another set of management data)

PendingBundles
List of the bundles this node is currently trying to forward (bundles this node has received, needs to forward, but 

hasn't yet; metadata for each bundle including an indication of whether or not this node has taken custody of the 

bundle, retention constraints on the bundle, etc.)
25May 26, 2010 Version 1.3
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Management Information for SSI Nodes:
Licklider Transmission Protocol (LTP)

Category Item
RFC5326 

Section

General Configuration

LTP Engine ID

One-way light time to remote LTP engine (per remote LTP engine)

DTN EID-to-LTP Engine-ID Mapping Table

Default LTP segment size (per destination LTP Engine ID?)

2

6.5

2

4.1

Timers

Checkpoint Timer Value

RS Timer Value

Timer Suspend State

Default 'additional latency' value

'Cancel Timer' Value

6.2

6.3

6.5

6.5

6.15

Checkpoints

Checkpoint retransmission limit (per active session)

Default value of the checkpoint retransmission limit

Default discretionary checkpoint frequency (bytes/time?)

6.7

2

General Accounting

Number of red segments transmitted (global and per active session)

Number of red segments received (global and per active session)

Number of green segments transmitted (global and per active session)

Number of green segments received (global and per active session)

Number of red segments retransmitted (global and per active session)

Number of system error conditions encountered

Number of transmission sessions started

Number of transmission sessions completed

Number of transmission sessions cancelled

Number of reception sessions started

Number of reception sessions completed

Number of reception sessions cancelled

Number of reception problems encountered (global and per active session)

Number of reception problems acceptable before canceling the session (per active session)

Default number of reception problems acceptable before canceling reception

Number of transmission problems encountered (global and per active session)

Number of transmission problems acceptable before canceling the transmission (per active session)

(per active session) RS retransmission limit

(per active session) CR segment retransmission limit

Number of concurrent ongoing sessions

6.22

7.4

7.5

7.6

6.11

6.11

6.13

6.13

8.2

8.2

Security Number of replay segments detected 9.2
26May 26, 2010 Version 1.3
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Management Information for SSI Nodes:
Contact Graph Routing

Category Item
CGR.doc 

section

Graph Information

Set of contact intervals

For each contact interval, a capacity (product of transmission rate and duration; units are Bytes)

For each contact interval, a range (OWLT) value

Static Routes
Set of static routes in CGR.  Static routes are pairings between destination node #s and the node #s of the 

gateway nodes responsible for ultimate forwarding to the destination(s).

Current Time Current time at the node (according to CGR, including any offset from the time returned by the OS)

27May 26, 2010 Version 1.3
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Management Information for SSI Nodes:
Bundle Protocol Security

Category Item
BSP Draft 

Section

Hop-by-Hop 

Authentication

Number of bundles with invalid Bundle Authentication Blocks (BAB blocks) encountered

Number of BAB-authenticated bundles that passed authentication

Number of failed BAB authentications

2.2

Payload Integrity

Number of bundles with invalid Payload Integrity Blocks (PIBs) encountered

Number of bundles that passed PIB integrity checks

Number of bundles that failed Payload Integrity Checks

2.3

Payload confidentiality

Number of bundles with invalid payload confidentiality blocks encountered

Number of bundles that passed payload confidentiality decryption (can we know this?)

Number of bundles that failed payload confidentiality decryption (can we know this?)

2.4

Errors

Number of bundles containing invalid security combinations (e.g. nonsensical combinations of security extension 

blocks)

Number of bundles with bad fragment ranges and security extensions

Number of bundles dropped due to policy exceptions

Number of bundles dropped due to security path overlap

2.8

2.6

3.1

3.3

28May 26, 2010 Version 1.3
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IP Network Management

29May 26, 2010 Version 1.3

Category Item

IP
RFC4293 ïManagement Information Base for the Internet Protocol (IP)

RFC4292 ïIP Forwarding Table MIB

IP QoS
RFC3747 ïDiffserv Configuration Management MIB

RFC2213 ïIntegrated Services Management Information Base using SMIv2

Security

RFC4301 ïSecurity Architecture for the Internet Protocol (IP)

RFC4302 ïIP Authentication Header (AH)

RFC4303 ïIP Encapsulating Security Header (ESP)

RFC4305 ïCryptographic Algorithm Implementation Requirements for Encapsulating Security Payload (ESP) 

and Authentication Header (AH)

RFC4309 ïUsing Advanced Encryption Standard (AES) CCM Mode with IPSec Encapsulating Security Payload 

(ESP)

Key Management
RFC4306 ïInternet Key Exchange (IKEv2)

RFC4307 ïCryptographic Algorithms for use in the Internet Key Exchange Version 2 (IKEv2)

Transport Protocols

RFC2959 ïReal Time Protocol MIB

RFC4113 ïManagement information base for User Datagram Protocol (UDP)

RFC4022 ïManagement Information Base for Transmission Control Protocol (TCP)
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Service Level Agreement

ÍService Level Agreements (SLA) document the services to be provided 
to a mission by SSI providers 
Õ negotiated on behalf of a mission by an SSI-ISP

Í The Service Level Agreement contains information that characterizes 
the resources and level of commitment that supporting SSI providers 
agree to supply to a mission
Õ includes details of the types of service, frequency and duration of 

services, quality of service, and essential information required to 
assess the level of support required by the mission

Õ This information is used by Agency service providers to determine 
the resources needed to support the mission (e.g., RF equipment, 
data storage, terrestrial network bandwidth)
Èspacecraft communication characteristics (e.g., frequencies, modulation)
ÈTraffic requirements (e.g. volumes, quality of service) 
ÈProtocol profile (e.g., IP vs. BP) 
Èmission planning information (e.g., mission timeline, trajectories)

ÍDocuments a preliminary plan outlining the communications support 
that Agency providers have agreed to make available to the mission

30May 26, 2010 Version 1.3
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Network Bootstrapping / Recovery 
Mechanisms

ÍIn the SSI, some spacecraft may depend on 

networked communications and may not be directly 

accessible from Earth

ÍLow-level commands to bootstrap a particular 

spacecraft may need to be delivered via another 

spacecraft (as opposed to direct-from-Earth)

ÕA class of ólast-hop commanding/telemetryô 

applications on the penultimate spacecraft will support 

this function

31May 26, 2010 Version 1.3
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Wikipedia Definition of Network 
Management

Í Network management refers to the activities, methods, procedures, and tools that 
pertain to the operation, administration, maintenance, and provisioning of networked 
systems.
Õ Operation deals with keeping the network (and the services that the network provides) 

up and running smoothly. It includes monitoring the network to spot problems as soon 
as possible, ideally before users are affected.

Õ Administration deals with keeping track of resources in the network and how they are 
assigned. It includes all the "housekeeping" that is necessary to keep the network 
under control.

Õ Maintenance is concerned with performing repairs and upgradesðfor example, when 
equipment must be replaced, when a router needs a patch for an operating system 
image, when a new switch is added to a network. Maintenance also involves corrective 
and preventive measures to make the managed network run "better", such as adjusting 
device configuration parameters.

Õ Provisioning is concerned with configuring resources in the network to support a given 
service. For example, this might include setting up the network so that a new customer 
can receive voice service. 

Í A common way of characterizing network management functions is FCAPSðFault, 
Configuration, Accounting, Performance and Security.
Õ Functions that are performed as part of network management accordingly include 

controlling, planning, allocating, deploying, coordinating, and monitoring the resources 
of a network, network planning, frequency allocation, predetermined traffic routing to 
support load balancing, cryptographic key distribution authorization, configuration 
management, fault management, security management, performance management, 
bandwidth management, route analytics and accounting management.

Õ Data for network management is collected through several mechanisms, including 
agents installed on infrastructure, synthetic monitoring that simulates transactions, logs 
of activity, sniffers and real user monitoring.
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